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DEVELOPING CLOUD COMPUTING’S NOVEL COMPUTATIONAL
METHODS FOR IMPROVING LONG-TERM WEATHER GLOBAL
FORECAST

Zubov Dmytro
University for Information Science and Technology "St. Paul the Apostle”
dmytro.zubov@uist.edu.mk , dzubovcs@yahoo.com

Abstract:

Weather data mining methods and forecast algorithms have been of long
standing interest. Recent research based on the global satellite data and
special synergetic methods showed possibility of the long-term (up to half a
year ahead) forecast with up to 10 % average mistake (standard is 20 %).
Particularly, the average daily air temperature forecast’'s mistake is up to
6.5 % for Skopje Airport (half a year ahead). This approach is characterized
by the final linear difference equations’ simplicity and the high computational
complexity of the above equations reasoning. The cloud computing web-site’s
prototype was developed (weatherforecast.tk). Main research proposals:
improving the user interface based on 3D or/and ubiquitous computing
technologies; developing new synergetic methods for the appropriate
realization in the multithread cloud application, including the code and data
parallelization; increase of the forecast parameters’ quantity (e.g.,
precipitation). This paper main results are: precipitation’s long-term (up to half
a year ahead) forecast has very low quality now, and, therefore, it is not
recommended for practice; the forecasting places’ quantity is changed
modifying the text file in the cloud application’s package; the web-site
http://weatherforecast.tk user interface was enhanced using 3D Chart
diagram.

Keywords: cloud computing, inductive modeling, long-term average daily air
temperature’s forecast.
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1 Introduction

Weather data mining methods and forecast algorithms have been of long
standing interest because of high importance for noosphere. Recent research
on the basis of the global satellite data and special synergetic methods
showed possibility of the long-term (up to half a year ahead) forecast with up
to 10 % average mistake (standard is 20 %). Particularly, the average daily
air temperature forecast’s mistake is up to 6.5 % for Skopje Airport (half year
ahead). This approach is characterized by the final linear difference
equations’ simplicity and the high computational complexity of the above
equations reasoning. The cloud computing web-site’s prototype was
developed (URI — http://weatherforecast.tk/) on the basis of this know-how.
Some details of the above approach can be found in the papers which can be
downloaded free against http://weatherforecast.tk/.

1.1 Previous results’ analysis

There is currently no completed long-term weather forecast system. Several
approaches for long term and short term weather forecasts have been
suggested in [1, 2, 4]. However, precise forecast of the weather conforming
to localised environment conditions is fraught with difficulties due to
computational complexity of long-term forecasts requiring computing grid
and/or clouds to compute the forecast values in reference points using the
classical inductive analogue method for more than 80 % forecast quality at
the average [3]. The problem focusing on enhancement in quality of the long-
and short-term forecasts of weather processes, therefore, has drawn
considerable attention [1]-[11]. As may be seen in [1]-[3] and Internet
resources [7]-[9] that rise to this situation can be attributed to weather
processes and noosphere interplay. It is well known that classical
hydrodynamic equations are used for continuous modelling of these events.
But, this approach depends on the variables variation (the theory
catastrophe’s known effect). In addition, discrete modelling is applied on the
basis of analogue complexing algorithm [4]. Yet, experts note that the
forecasts’ quality (up to 80 % at the average) and forward (up to two weeks
mainly) are not enough nowadays. A feature-specific forecasting method for
high-impact weather events that takes advantage of high-resolution numerical
weather prediction models and spatial forecast verification methodology was
proposed in [11]. An application of this method to the prediction of a severe
convective storm event was given only. But, the idea of the high-impact
weather events’ usage is considered is very effective. Furthermore, the
standard software and hardware combined solutions with user-friendly
interface have not been developed as yet.
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1.2 Organization of the paper

Paper includes three main parts: average daily air temperature’s long-term
forecast model’s synthesis, software’s brief description, daily precipitation’s
correlation analysis.

This paper’s structure is based on the main prospects of the developing cloud
computing’s novel computational methods for improving of the long-term
weather global forecast:

1. Improving the user interface of the web-site http://weatherforecast.tk.
Particularly, 3D user interface or/and ubiquitous computing technology are
planned for realization.

2. Developing new synergetic methods for the appropriate realization in the
multithread cloud application, including the code and data parallelization for
the continuous updating of the mathematical models’ structures, increase of
the forecasting places’ quantity, and up-to-date weather forecast.

3. Increase of the forecast parameters’ quantity. As may be seen in
http://weatherforecast.tk/, the average daily air temperature’s long-term
forecast was realized only. Precipitation is next very important factor for
forecasting.

The research plan can be formulated as (1% stage can be done in parallel):
1.a. Developing the user interface on the basis of 3D or/and ubiquitous
computing technology.

1.b. Air temperature and precipitation’ global data mining and classification.
2. Increase of the forecast places’ quantity (the average daily air temperature
parameter). Developing cloud computing multithread application’s prototype
which includes the separate treads for the computationally complicated
models (3) reasoning (models (3) are discussed below).

3. Developing the forecasting models for the precipitation’ long-term forecast.
4. Developing cloud computing multithread application (web-role) on the
basis of Microsoft Windows Azure for long-term weather global forecast (the
precipitation and the average daily air temperature parameters).

In addition, the scientific problem of the two-level hierarchical criterial
system’s creation for the inductive forecasting method is proposed for solution
optionally (as may be seen below, one criterion (4) is in use only).

The above mentioned cloud computing technology’s usage is grounded on
the basis of Microsoft Windows Azure Educator Grant which one was
received by the University for Information Science and Technology "St. Paul
the Apostle".

Expected outcomes of this research include:
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1.  New up-to-date user interface of the web-site http://weatherforecast.tk on
the basis of 3D or/and ubiquitous computing technology.

2. Advanced cloud software based on the code and data parallelization,
which one allows to generate new, more effective global forecasting
models on-line.

3. New forecasting models for different meteorological data (precipitation at
least).

2 The average daily air temperature’s long-term forecast model’s
synthesis
67 places took part in the correlation analysis initially (names were written
according to the www7.ncdc.noaa.gov; places were chosen with 2 criterion:
one country — one representative place; time series have to be continuous
from 1st January, 1973): Nwso Agana, Aarhus Lufthavn, Abbeville,
Aeropuerto Pettiros, Amman Airport, Amsterdam AP Schiph, Annaba,
Ashgabat Keshi, Athinai al Helliniko, Auckland Airport, Bangkok Metropolis,
Beijing, Ben-Guron International Airport, Beograd-Surcin, Bogota-Eldorado,
Brasilia-Aeroporto, Bratislava-Letisko, Bruxelles National, Bucuresti INMH-
Bane, Budapest-Ferihegy |, Busan, Cairo Airport, Canberra Airport, Caracas-
Maiquetia, Damascus International Airport, Geneve-Cointrin, Gibraltar,
Guernsey Airport, Helsinki-Vantaa, Hengchun, Jersey Airport, Kiev, Kingston-
Norman Man, Kisinev, Kwajalein-Bucholza, La Paz-Alto, Lima-Callao Airport,
Lisbon, London, Luga, Luxembourg, Minsk, Moscow, Nassau Airport New,
New Delhi-Safdarjun, Noumea-Nlle-Calledo, Nuuk, Oslo-Gardermoen,
Paphos Airport, Praha-Libus, Rabat-Sale, Rarotonga, Reykjavik, Riga,
Roma-Ciampino, Skopje Airport, Tallin-Harku, Tashkent, Tokyo, Torshavn,
Tripoli, Tunis-Carthage, Ulaanbaatar, Vaduz, Warszawa-Okecie, Washington
National, Wien-Hohe Warte. Data was downloaded in as the text files against
www?7.ncdc.noaa.gov (USA National Environmental Satellite, Data, and
Information Services).
20 time series were selected as the most correlated to Skopje Airport with
half-year (approximately) delay (correlation function is normalized and
centralized):
0. Skopje Airport (delay 181, autocorrelation function’s value -0.8327425
97188605).
1. Aeropuerto Pettiros (delay 187, correlation function’s value 0.6230456
98552278).
2. Ashgabat Keshi (delay 184, correlation function’s value -0.8516412838
20963).
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3. Auckland Airport (delay 175, correlation function’s value 0.725715828
489775).

4. Canberra Airport (delay 182, correlation function’s value 0.7988013098
32135).

5. Gibraltar (delay 164, correlation function’s value -0.823452379725064).

6. Guernsey Airport (delay 163, correlation function’s value -0.7828445577
22741).

7. Jersey Airport (delay 167, correlation function’s value -0.78219805049
1036).

8. Lisbon (delay 165, correlation function’s value -0.761637258660198).

. London (delay 174, correlation function’s value -0.781332533443968).

10. Nassau Airport New (delay 165, correlation function’s value -0.7676340
36673984).

11. New Delhi-Safdarjun (delay 199, correlation function’s value -0.84031
2570729328).

12. Noumea-Nlle-Calledo (delay 166, correlation function’s value
0.782559778633274).

13. Nuuk (delay 168, correlation function’s value -0.740870261967304).

14. Paphos Airport (delay 166, correlation function’s value -0.858819
233109924).

15. Rabat-Sale (delay 165, correlation function’s value -0.7843430
51359234).

16. Reykjavik (delay 172, correlation function’s value -0,73488389 2104582).

17. Tashkent (delay 183, correlation function’s value -0.833431861928644).

18. Tokyo (delay 168, correlation function’s value -0.855582219493774).

19. Washington National (delay 179, correlation function’s value -0.837
538640603375).

Average daily air temperature’s long-term forecast model has next linear

structures:

XM, X, i
max {X[il} ' max (X, [i]] )
XM _ g Xl XU |
max {X [i]} max{X  [il}  max{X  [il] 2
Xl X, i) X, X, li]
max{X[i]} =k +h max{le [i]}+k2 max{Xj2 [i]} ths max%Xj3 [i]}j:ﬁ:,:I

D%y J3# )2 ,(3)

11
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where X][i] — air temperature data; /i — data position’s number in time series,
=1, 2, 3, ..., 14198 (July19, 1973 — June 1, 2012); X, [i].X, [i].X ; [i] -

biased (with appropriate delay) time series for the appropriate places; ko, ki1,
ko, k3 = [-2;+2] — weighting coefficients (this range allows to find model with
physical meaning); j1, j2, j5=0,1,2,...,20 — number of the place in the above list.
The main task is to find weighting coefficients ko, ki1, k2, ks. We will use
combinatorial (step is equal to 0.01) inductive modelling with next criterion
(minimum of the regularity plus displacement):

13680 13680

> |X 1= X1 lf(\)x*[i] - X[i] lf(\)X*[i]— X[il - Y |X Til - XIi]
i=1 i=1 i=1 i=1

o o, 2 — +a, b <k . — min
6840 max{ X [i]]} 6840 max{ X[i]} 6840 max{ X [i]}

: (4)

where |.| — absolute value, By — first learning sample (odd numbers); B, —

second learning sample (even numbers); X*[i] — forecast values;

a, =a, =1,a, =10 — criteria’s weighting coefficients.
Thus, a formula (1) has next view (temperature measures Fahrenheit
degrees):

X 'li]= 92.6(1 08-0.8 Xz[i]J : (9)
100.8

A criterion (4) has next view on the learning sample (i=1, 2, ..., 13680):

0.0726133559941771 + 0.0726451595651796 +
+ 10 - | 0.0726133559941771 — 0.0726451595651796 | = 0,14557655
1269382

A criterion (4) has next view on the training sample (i=13681, 13682, ...,
14198):

0.0696785289719569 + 0.0671852780183542 +
+ 10 - | 0.0696785289719569 — 0.0671852780183542| = 0.16179631
6526338

A formula (2) has next view:
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* X, [i X, i
X°[11=92.6/ 129049211 ¢ 54 Xuli]), (6)
100.8 103.7

A criterion (4) has next view on the learning sample:

0.0648588883227404 + 0.0649056479360714 +
+ 10 - | 0.0648588883227404 — 0.0649056479360714 | = 0.13023213
2392122

A criterion (4) has next view on the training sample (=13681, 13682, ...,
14198):

0.0638972281191006 + 0.0630384066284932 +
+ 10 - | 0.0638972281191006 - 0.0630384066284932 | = 0.13552384
9653668

It is clear that criteria’s values are identical. Results’ analysis shows that
forecast model (6) is more precise than (5). l.e., we have the average daily
air temperature forecast’s mistake up to 6.5 % for Skopje Airport (half year
ahead).

Model (3) is not discussed because of the high computational complexity (the
main development perspectives in the multithread cloud application). E.g.,
model (2) calculation time is 2 days approximately on the basis of Intel®
Core™ i5 processor.

The similar results were achieved for Beijing, China (mistake is up to 6.2 %),
Kiev, Ukraine (up to 9.5 %), Moscow, Russia (up to 8.7 %), Tokyo, Japan (up
to 5.7 %), and Washington National Airport, USA (up to 7 %). The forecasting
places’ quantity can be increased modifying the text file “CF.txt” in the cloud
application’s package.

3 Software’s brief description

Web-site http://www.weatherforecast.tk/ was developed on the basis of
ASP.NET technology initially, and, then, was moved to Microsoft Windows
Azure web-role (C# is programming language). Web-site’s screenshot is
shown in Figure 1. User can choose place, date, and degree regime
(Fahrenheit or Celsius) for forecast.

13
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= weatherforecast.tk - Windows Internet Explorer

E [ s weatherforecast tki O] &+ x weatherforecast. tk x
File Edit Wiew Favaorites Tools  Help
Long-Term Forecast of the Average Daily Air Temperature S iy
[skopre Airport = 20121118 = [20130315 = [celsius =
Select place Initial date (yyyymmdd) Final date (vyyvymmdd) Degrees (Fahrenheit-Celsius)
2 -1 0 1 2 3 4 5 3 7 8 9 10
—
20121122 ] = = e——
| |
20121127 = = -
20121202 = v -
20121207 —
20121212 e
20121217 = ~ | i
2m121222 L ‘
|
20121227 — T T \

Figure 1 Web-site http://www.weatherforecast.tk/ screenshot

In praesenti, web-site code was improved. Firstly, it was speeded up using
the partial-page update (UpdatePanel Control). Secondly, Chart Control's
XmlDataSource file exception was handled using the set of the one-type files
— file’s title is changed in a loop. Thirdly, user interface was enhanced using
3D Chart diagram.

4 Skopje Airport daily precipitation’s correlation analysis

Precipitation is a second important parameter in long-term weather forecast.
Unfortunately, Skopje Airport daily precipitation’s correlation analysis shows
the practical inexpediency because of the low value of the correlation
functions (up to 0.1 %; the pairs precipitation — precipitation and precipitation
— temperature were considered). The similar results were achieved when the
decade precipitation’s correlation analysis is discussed [5]. l.e., the
precipitation’s long-term (up to half a year ahead) forecast has very low quality
now, and, therefore, it is not recommended for practice.

5 Conclusion

In this paper, the cloud computing’s novel computational methods for
improving long-term weather global forecast were developed:

1. Precipitation’s long-term (up to half a year ahead) forecast has very low
quality now, and, therefore, it is not recommended for practice.
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2. The forecasting places’ quantity is changed modifying the text file “CF.txt”
in the cloud application’s package.

3. The web-site http://weatherforecast.tk user interface was enhanced using
3D Chart diagram.

At the same time, the main prospects for future research are following: the
user interface based on the ubiquitous computing technology; developing
new synergetic methods for the appropriate realization in the multithread
cloud application, including the data parallelization for the continuous
updating of the mathematical models’ structures.
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Abstract:

Falls are an everyday potential health hazards that all of us are exposed to.
A fall can cause injuries or hurt people especially the elderly. Critical injuries
provoked by falls are among the major causes of hospitalization in elderly
persons, diminishing their quality of life and often resulting in a rapid decline
in functionality or death. Rapid response can improve the patients outcome,
but this is often lacking when the injured person lives alone and the nature of
the injury complicates calling for help. This paper presents pervasive alert
system for fall detection using common commercially available Android-
based smart phone with an integrated tri-axial accelerometer. The focus of
this research was developing the most successful algorithm for detecting falls
and distinguishing them from non-falls. Hybrid algorithm concentrating on
acceleration magnitude and angle change was developed for fall detection.
We implement a prototype system on the Android phone and conduct
experiments to evaluate its performances on real-world falls. Experimental
results show that the system achieves strong detection performance and
power efficiency.

Keywords: tri-axial accelerometer, acceleration magnitude, angle change,
angular velocity, elderly.
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6 Introduction

Fall is a major care and cost burden to the health and social services
worldwide [1, 2]. Falls and fall-induces injury are more often among the elderly
people due to their stability problems and fragile bones. Although most falls
produce no serious consequence, 5-10% of community-dwelling older adults
who fall each year do sustain serious injuries such as fractures, head injuries
or serious laceration, that reduce mobility and increase the risk of premature
death [3], [4]. Besides the physical injuries the falls can also elicit dramatic
psychological consequences such as decreased independence [5] and
increased fear of falling [6], [7]. This can lead to an avoidance of activity that
can bring about a pattern of deterioration, social isolation and decreased
quality of life [8], [9].

Treatment of the injuries and complications associated with falls costs the
U.S. over 20 billion dollars annually [10]. This situation deteriorates as the
elderly population surges. According to the scientific reports from the World
Health Organization (WHO) during the next 3 to 4 decades, there will be a
very significant increase (about 175%) in the number of elderly persons,
particularly the older aged. Moreover, there will be large increases in the
numbers of some very vulnerable groups, such as the oldest old living alone,
especially women; elderly racial minorities living alone and with no living
children; and unmarried elderly persons with no living children or siblings.
With the population aging, both the number of falls and the costs to treat fall
injuries are likely to increase.

Falls may be very risky or even fatal especially for old people living alone.
Indeed, major concerns for these adults include the risks associated with
falling and whether there will be someone there to help them in case of an
emergency. There is therefore a demand and need for an automatic pervasive
fall detection system in which a patient can summon help even if they are
unconscious or unable to get up after the fall.

In order to find falls effectively and timely, many fall detection methods have
been developed and shown their well performance [11], [12], [13], [14]. The
current fall detection methods can be basically classified in three types:
acoustic based, video based and wearable sensor based system. The
acoustic based system means detecting a fall via the analyzing on the audio
signals. This is achieved by having a device, usually implanted in the floor,
monitor sound and other vibrations. In generally, this method is not very
precise, and is used as an assistant way to the other methods [15], [16]. The
video based system means capturing the images of human movement via
one or several cameras, mounted in fixed locations, and then determining
whether there is a fall occurred based on the variations of some image
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features [17], [18], [19], [20]. The wearable sensor based system means
embedding some micro sensors into clothes, to monitor the human activities
in realtime, and find the occurrence of a fall based on the changes of some
movement parameters [21], [22], [23]. As long as a person wear such a
clothes, he will be monitored anywhere.

The major problem with existing systems is that they require some application
specific hardware or software design, which increases the cost and
sometimes require a training period for the users. The main objective of this
work is to design pervasive alert system for fall detection using common
commercially available Android-based smart phone with an integrated tri-axial
accelerometer. Our system eliminates the middle man call centre service and
therefore the extra monthly fee. It offers a manual cancellation button in the
event of a false alarm or minor fall that the user was able to recover from.
Another advantage of our system is that it allows mobility beyond the range
of the house. Our device also offers a wide range of selectable alert methods
should the user be hearing-impaired, seeing-impaired or otherwise.

7 System design and architecture

To be able to detect falls, the device first has to be able to sense motion and
the different measurable qualities involved with motion. Sensing in the device
begins with a digital tri-axis accelerometer, which measures acceleration
along the three coordinate axes. Using the data acquired, the algorithm
should be able to distinguishing falls from non-falls.

Upon identifying a fall, the device initiates a continuous audible, tactile, and
visual warning. The user is then given a window of time (20 seconds) in which
to cancel the alert in the instance that the fall is not serious and the user is
able to regain their composure on their own. If left un-cancelled, the fall is
considered serious and an alert is sent out.

Accelerometer provides the acceleration readings in directions of x-, y-, and
z-axis. Accelerations in these directions are represented by Ax, Ay and Az,
respectively. For generality, we assume the directions of x-, y-, and z-axis
decided by the posture of the phone. The x-axis has positive direction toward
the right side of the device, the y-axis has positive direction toward the top of
the device and the z-axis has positive direction toward the front of the device.
Vector At represents the total acceleration of the phone body. Its amplitude
can be obtained by Eq. 1.

2 2 2
A=l +]4[ +]4] (1
A mobile phone’s orientation can be determined by yaw, pitch, roll values that
are denoted as 6x, By and 6z, respectively. We can further obtain the
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amplitude of Av, the acceleration at the absolute vertical direction, from Eq.
2.
|Av] = |Ac*sin®, + A,*sinB, — A,*cosB,*cosb,| 2)

We consider that a fall starts with a short free fall period, which is
characterized by the acceleration magnitude (Eq. 1) decreasing significantly
below the 1G threshold. The impact of the body on the ground causes a large
spike in acceleration. The tests have shown that the minimum value for the
upper threshold is around 2.6G. After the impact there is a period when the
person may struggle to regain composure. After that, if the person is seriously
injured in the fall he usually remains on the ground for a period of time. In this
period of time the acceleration magnitude returns to a normal level. Also there
is a notable change in the smartphone’s orientation before and after the fall.

The algorithm monitors the acceleration magnitude of the mobile device to
check if the acceleration magnitude breaks the predefined upper threshold,
which is an indicator of a possible fall. If the upper threshold is broken, then
the algorithm waits up to 20 seconds for the acceleration magnitude to return
to a relatively normal level. If the magnitude doesn’t return to normal after 20
seconds it is assumed that the large spike in acceleration was caused by
some other daily activity, like jogging or biking. On the other side, if the
magnitude returns to normal level in less than 20 seconds then it is assumed
that the person has potentially stopped struggling and is immobilized after the
fall. Then the algorithm checks to see if the person’s orientation has changed.
If that is true, then a fall is detected.

To determine the change in the person’s position we are using the vectors of
gravity. The algorithm uses two readings of the force of gravity: the vector of
gravity recorded 1.5 seconds before the detection of a large spike in
acceleration and the vector of gravity recorded after the fall, when the
acceleration returns to normal level. The angle between these two vectors is
calculated and if it’s in the range between 0.98 and 1.87 radians then a fall is
detected.

To determine the detection of falls, it has to circumvent the so-called false
positives, which can range from a jump, going down/up stairs or even sitting
in a chair. In order to circumvent these obstacles, the system was tested and
evaluated under several situations. After detailed analysis of the collected
data, the threshold value was defined.

This algorithm only uses the angle of change in the gravity regarding the
phone’s position, and not the actual position of the phone in the moment when
the person lies on the ground after the fall. Because of this, there is no
restriction for the phone to be in a certain orientation. The algorithm works
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well regardless of the smartphone’s position, i.e. it doesn’t matter whether the
smartphone can is placed horizontally, vertically or in some other position in

the pocket; with the screen towards the body or against, or even if it is placed
upside down.

3 Experimental evaluation and results

To evaluate the proposed methodology we have developed an application
called Fall Monitor (Figure 1 and 2).

Fall Monitor

Activate

Figure 1 Main application interface

Alarming Contacts Message Alarming Contacts Message Alarming Contacts

ﬂ o

MapTiu

Message

Alerting

l Nera
Define how the smartphone will alert ok "
when a fall is detected v Include GPS location

' Sound alert

« Vibration alert

Add new contact

Figure 2 Screen of the application for alerting contacts, application settings
and alerting message setting
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For the evaluation purposes 20 persons aged between 24 and 37 were
equipped with the mobile phone fixed with elastic band on their waist. They
were asked to perform 20 times the following several activities: lying down,
getting up (from the bed), sitting on chair, getting up from the chair, walking,
running, climbing stairs, going down stairs. Each of the test subjects was
asked to simulate 40 times various situations of falling (from stand position,
pushed down, slipping, falling forward, falling backward, falling aside, from
the chair etc.).

The overall results for each activity for all test subjects are presented in the
Table 1.

Table 1 Results from the experimental fall detection using a confusion
matrix with various activities

Activity Fall detected Number of Percentage of
Yes No trials correct action
recognition
Falling 796 4 800 99,50%
Lying down on the 21 379 400 94,75%
bed
Getting up from the 7 393 400 98,25%
bed
Sitting on chair 9 391 400 97,75%
Getting up from the 2 398 400 99,50%
chair
Walking 12 388 400 97,00%
Running 47 353 400 88,25%
Climbing stairs 22 378 400 94,50%
Going down stairs 23 377 400 94,25%

To make the application operable during a longer period of time, four
steps are taken to reduce power consumption: (1) the monitoring daemon
runs in the background while other components of the program halt; (2) the
sampling frequency can be adjusted; (3) the pattern matching process is
launched only after daemon-collected data exceeds the preset threshold; and
(4) hardware such as the screen is activated only when necessary.
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4 Conclusion
The main contributions of this paper are the following:

We propose utilizing mobile phones as the platform for pervasive fall
detection system development using mobile phones to integrate
comprehensive fall detection and emergency communication.

We design an algorithm for fall detection systems using mobile phones.
It is an acceleration-based detection approach whose only requirement
is that a mobile phone has an accelerometer.

We design and implement a pervasive fall detection system, on the
mobile phone-based platform to conduct fall detection. It has few false
positives and false negatives; it is available in both indoor and outdoor
environment; it is user-friendly, and it requires no extra hardware and
service cost. It is also lightweight and power-efficient.

We conduct experiments to evaluate detection accuracy. The
experimental results show that our detection system achieves good
performance in terms of low false negative and low false positive in fall
detections.

This system is applicable not only to elderly but also to healthy individuals

performing various activities walking, running, climbing, cycling, rolling, etc.
experiencing falls due to various causes such as: unexpected health
problems, inattention, dangerous environment, car accidents, attacks, etc.
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Abstract

Having healthcare information on a disposal which is reliable and timely
is a base for starting up any action on the healthcare system. But often,
especially in developing countries, such information is not available, because
these are traits of insufficient investment in data collection system, their
analyses, understanding and usage. As a result, managers in these countries
are not able to identify problems and needs, also to monitor progress and
assess the impact of interventions which appear as a condition to make
decisions related to health policy and the design of programs and allocations
of resources which are based on evidence.

Introduction

The ultimate goal of the Healthcare information system is to unable
various stakeholders in the healthcare system in order to make transparent
decisions based on evidence. The performances of Healthcare information
system should not only be calculated on the basis of quality of the produced
data, but on the evidence for continued usage of such data as well; all of this
in order to improve the performances of the healthcare system and health
status among population. Improving the Healthcare information systems in
terms of data availability, quality and their application often require
interventions that indicate a wide range of possible determinants of
performance. Lafond and Field proposed a classification of these
determinants divided into three categories: technical, organizational and
behavioral determinants’. These determinants are explained in a triple or
prismatic framework shown in Figure 1.

" Lafond A, Field R: The Prism: introducing an analytical framework for understanding performance of
routine Healthcare information systems in developing countries. Eastern Cape Province, South Africa,
2003
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Components of the healthcare system

Healthcare information system can be illustrated through terms of its inputs
(resources), processes (selection of indicators and data sources; collection
and data management) and outputs (product information and dissemination
and use of information). As of the aforementioned it can be concluded that
the Healthcare information system is consisted of the following 6
componenents.?

Organizational/Environmental
Determinants

Inputs Organizational culture, structure, roles and
HIS Assessment responsibilities and resources Desired Results
HIS strategies = HIS Performances
HIS Interventions ¢ Good and quality information
e Appropriate information usage

\/

Improved HIS
performances
Improved health
performances
Technical determinants Behavioral Determinants
Data quality, system design, Knowledge, skills, attitudes, values,
information technology motivation

Figure 1: Prismatic framework for comprehenstion of HIS
performance

Resources of the healthcare information system. During operation
of the HIS there are certain prerequisites that should be fulfilled. It is about
legal, regulatory and planning frameworks in order to ensure a fully
functioning of HIS and availability of resources for health information
necessities, including human potential, logistical support, information and
communication technologies and the coordinating mechanisms in terms of
and between those 6 components.

2 World Health Organization: Health metrics network: Framework and standards for the development of
country healthcare information systems, WHO 2006, pg. 19
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Information policies. This refers to a legal and regulatory context
within which the application of the health information is generated, which is
actually an essential element because it allows the establishment of
mechanisms to ensure availability, exchange, quality and sharing data. The
existence of a legal and policy framework which is consistent with
international standards enhances confidence in the integrity of the results.
Financial resources. Not enough evidence is to determine the required level
of investments in order to ensure sustainable healthcare information system,
bur ir can be expected to vary according the overall level of development of
the concerned country. The annual expenses for a complete healthcare
information system were estimated to a range between 0.53- 2.99 USD per
capita®.

Human resources. Improvements of the healthcare information
system cannot be achieved if a proper attention is not paid to the training,
development, reward and career growth of staff at all levels. Numerous skilled
epidemiologists, statisticians and demographers are needed on a national
level in order to monitor the quality of data and to ensure proper analysis. At
a peripheral level, health information staff should be responsible for collecting,
reporting and data analysis.

Information and communication technology. Information technology
can affect the improvement of the quality of data collected and communication
technology can improve the timeliness, analysis and information usage. This
indicates to the need to adopt a clear policy of data management, which would
also point out the issues of privacy and confidentiality. Ideally, at a national
and sub-national level, health managers should have access to the
information infrastructure that includes computers, email and internet access.
National and regional statistical units should be equipped with transport and
communication equipment in order to enable timely collection and compilation
of data on sub-national level.

Coordination and leadership. It is necessary to establish a committee
that would have constituted the key interest groups from the country's health
and statistical sectors. He should be responsible for development and
maintenance of healthcare information system and to ensure that information
is shared between programs and institutions.

3 Stansfield SK et al: Information to improve decision making for health. Pg. 20
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1. Indicators. Healthcare information system is not restrictively
limited to the health sector, at the same time, there is a strong connection
between this system and the information systems in the other sectors. HIS
should provide information that would meet wide range of needs, from the
data for delivery of services to individual customers, statistical data for
planning and management of health services and measurements relevant to
health policy formulation and evaluation.

Some essential health indicators in the assessment of changes in the
three main areas are required (figure 2): determinants of health, healthcare
system and health status.

Determinants for health
Socio-economical and demographic factor m

Environmental and behavioral risk factors
> Mortality

Healthcare system

Diseases/
Inputs ——p Outputs —p Results ——> inabilitv
Information
Politics Coverage
Availability with
Financing and services
information

Figure 2: Measuring areas of healthcare information systems

(Source: World Health Organization: Health metrics network: Framework and
standards for the development of country Healthcare information systems,
WHO, 2006, p. 23).

It is important to make a rational selection of the minimum set of core
health indicators. In recent WHO publications standard definitions and points
of measurements related to 40 core indicators could be found“. Health
indicators should be valid, reliable, specific, sensitive and feasible to
measurements.

4 World Health Statistics 2005. Geneva, World Health Organization, 2005.
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They also need to be relevant or useful for decision making at the level
of data that is collected or where necessity for data at higher levels is quite
clear.

2. Data sources. The selection of the most appropriate data source
depends on the required information, the effectiveness and convenience
methods, human and technical capacity required for data collection,
management and dissemination of data, as well as the financial and time
constraints. All healthcare information systems of the countries should be
based on a set of core data sources. Sources of data, as seen from figure 3,
can be divided into two broad categories: those that generate data concerning
the population as a whole (population-based sources) and those that
generate data for operations related to health services (based sources of
health services).®

Census Healthcare
administrative
reports
Civil Reports on
registration healthcare services

Reports about
health condition
and diseases

Polls based
on population

A 4

A

Data based Data based
on population on healthcare

5 World Health Organization: cited, pg.26
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Census o
Life’s statistics o o
Polls ° ° ° °
Reports on heath o ° °
status
Reports on o °
services
Administrative o
reports

Table 1: Data sources for indicators according to regions

3. Data management. Data management involves a set
procedures applied during collection, storage, analysis and distribution
data (figure 4).

Figure 3: Data sources into a comprehensive
healthcare information system

(Source: World Health Organization: Health
metrics network: Framework and standards for the
development of country Healthcare information
systems, WHO, 2006, p. 27)

Every important health indicator should be
associated with one or more appropriate data
sources. Sometimes there is only one method of
data collection, but it happens very often that
different data sources can be used in generating
similar indicators. In such a situation, all the
circumstances should be taken into account, in order
to make decisions about the most appropriate data
sources (Table 1).

Health Healthcare system
status

Inputs and Results
outputs (benefits)

of
of

Determinants

31



32

lonumen 36opank 2012 ®akynrer 3a nHPpoOpMaTuka, YHUBep3uTeT ,,l one Jemaes™ — IItun
Yearbook 2012 Faculty of Computer Science, Goce Delcev University — Stip

The collection of accurate and complete data is a fundamental
prerequisite and a basic of data management plan. The tool used for this
purpose is the so-called metadata dictionary. Metadata dictionary strictly
defines the data elements and their usage in indicators. It specifies the
method of collecting data, periodicity, and measurement techniques used
methods of assessment and possible inconsistencies in the data. It is a critical
element in ensuring the quality and transparency of data.

Integrated data storage offers many significant benefits. Integrated
data from various sources could perform the best application of
complementarity and data synergy. Developing data warehouse and
metadata dictionary becomes possible to create an integrated healthcare
information system.

The analysis and presentation of data should improve their usage of
local or district level where they could acquire the most significant impact on
the delivery of health services. Data repository provides instantaneous
feedback of information to the institution or district level. At the national level,
the data warehouse provides adequate central position where all data are
available for analysis, evaluation and research, which in turn has an impact
on decisions related to policy, planning and management.

The distribution of data at all levels within the country, beginning from
the authorities as well as international partners, is eased owing to the data
repository. It should be designed with a web internet network and is
connected with the appropriate access control. A significant tool in the
management of information is the electronic documentation center where all
relevant outputs of the country are accumulated.
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Administrative reports

) Usual h_ealthcare ‘ Web server, g
information system data B

(clinical reports, registries,

monitoring, statistical data notification,
of service) ol hes Program
partners
Polls (regional health
system etc.) o Monitoring
5 Data
ata
warehouse
Census
International
partners
- n Monitorin
Financial and human : Researchg

resources
Geographical
information system

Figure 4: Data management

HIS should ensure that the data is intercepting the standards of
reliability, transparency and completeness.

4. Information products. As previously discussed HIS data where
pointed out as in the form of products. However, the data represent only raw
products. Appearing as such, they have a minor value until they are refined,
controlled, organized and analyzed. At this stage the data becomes
information. Information should be displayed in front of the staff and the
public. As with this information system and the quality of its information is
gradually improving through cyclical processes of learning. Such necessity
arouses because individual information has limited value until it is integrated
with other information and therefore be evaluated through issues facing the
healthcare system. At this level, information becomes evidence, which as
such is used for making local decisions within the system.

(Source: World Health Organization:  Health
metrics network: Framework and standards for the
development of country Healthcare information
systems, WHO 2006, pg. 39)
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Data
Monitoring the
transformation in Organization
indicators’ | ¢« and analysis
statistics (HIS) (HIS)
Impact Information
Implementing Cycle for decision-making Integrating,
of plans based on data by HIS interpretation
(healthcare [~ <+ and
system) assessment
Acti . (HIS)
ction Evidence
Impact over the Packaging and
plans and —— 4 delivering to the
decisions planners and
(planners and Knowledge interest groups
decision-makers) (HIS)

Figure 5: Relation of data impact over healthcare system

As of the data’s movement towards higher levels of the healthcare
system through data repositories at these levels, they are synthesizing and
triangulating (comparing) with other sources and further on compiling into
statistical data which is useful for more thorough analyses and comparison
within the healthcare system. The synthesis of the evidence is not yet
sufficient until they pack up, communicate and deliver to the management in
a form that changes their understanding of issues and needs. At this level,
the evidence becomes knowledge. Once knowledge is applied, it is logical to
expect that through the planning process it could easily result in action or
change, which in turn has an impact to the indicators. Such impact should be
measurable through changes of statistics indicators data.

5. Dispersion and usage. Information is used at different levels
within the healthcare system through the processes of managing healthcare
services, healthcare system management, planning, advocacy and policy

(Source: World Health Organization:  Health
metrics network: Framework and standards for the
development of country Healthcare information
systems, WHO 2006, pg. 44)
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development. Information dissemination should be planned in accordance
with the very own characteristics of each user, in which the utmost effective
packaging and communication channel for transmitting information should be
selected. Time transfer of information should be carefully planned, in order to
fully coincide with the planning cycle and the needs of users. Communication
experts can be considered as of a great assistance in packaging information
for different audiences.

Conclusion

Healthcare information systems include complex processes and
relations that go beyond the responsibility of any single government agency.
The development of healthcare information systems need to respond to the
needs and requirements of different institutions within the comprehensive
plan, using the approach of cooperation rather than individual consideration
of only one entity. In the context of health sector reforms and decentralization,
healthcare systems are managed to the level of service delivery. Such
transfer of functions from central to peripheral levels generates new
information needs and requires in-depth restructuring of information systems
altering of requirements for data collection, processing, analyzing and
understanding them as well. Standardization and quality information are the
main challenges in the implementation of health sector reform, which is an
issue that should be raised from the central level.
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Abstract.

A new approach for data clustering is presented. IC clustering [1] initial
processing stage is changed, so that the interval between the smallest and
the largest radius-vector is divided into k equal sub-intervals. Each sub-
interval is associated to a cluster. Depending on which sub-interval a radius-
vector belongs, it is initially distributed within a cluster, associated with that
sub-interval.

Key words: data clustering, radius-vectors, IC clustering, intervals.
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1. Introduction

Since the second half of the 20th century, several techniques for data
clustering have been proposed. The oldest one, but commonly used
technique for data clustering is the k-means [2] algorithm, based on initial
selection of k,k<n random objects (centroids) of object set of size n. The
remaining n-k objects, which are not selected as centroids, are distributed
within the closest clusters. Initially, each centroid represents a cluster. When
a cluster is changed, cluster's center is also changed. Centers no further
change implies appropriate data distribution.

PAM (Partitioning Around Medoids) [4] as opposed to the k-means
algorithm, effectively handles extreme values (data outliers), which can easily
disrupt the overall data distribution. Central objects within clusters (medoids)
are used. Medoids are swapped only if that would result with a better data
clustering.

CLARA [3] is basically PAM clustering, applied to a part (set of
samples) of the object set. The result is not always the optimal one.
CLARANS [5] searches graph data structure. Nodes medoids are replaced
by nodes non-medoids, if that would reduce the clustering cost.

IC clustering [1] calculates the radius-vector for each object of object
set of size n. During the first processing stage, the set of radius-vectors is
sorted in ascending order, and then divided into k subsets of approximately
equal size, where each subset initially represents a cluster. Next, radius-
vectors being closer to the neighboring clusters are moved from one cluster
into another. This is repeated until clusters no further change, when all objects
are properly partitioned. Finally radius-vector clusters are transformed into
object clusters, with properly partitioned objects.

In this paper, IC clustering is changed. Each radius-vector initially is
partitioned within a cluster, determined by a sub-interval to which the radius-
vector belongs, what in the worst case takes O(nk) processing time, where n
is the size of the object set, k is the number of clusters, k<n. Certainly
O(nk)<O(n?), where O (n®) is the time required to sort a set of size n, what
implies improved time complexity of the first processing stage of the IC
clustering.

2. Preliminaries
If a set of n objects 0={0,,0,....0,,,0,} iS given, where each object is

represented with m attributes (properties), o, = (p; . P2+ PimrPim) » ObjECtS
should be properly partitioned in k,k <n clusters, where similar objects share
a common cluster. There is no empty cluster.

37



38

lonumen 36opank 2012 ®akynrer 3a nHPpoOpMaTuka, YHUBep3uTeT ,,l one Jemaes™ — IItun
Yearbook 2012 Faculty of Computer Science, Goce Delcev University — Stip

3. Methodology
For each object o,, a radius-vectorRr; = /ﬁpgk ,1<i<n is calculated. Memory
k=1

keeps n data pairs(i,R;),1<i<n, tracking object’s position i in the object set
O, where R, is the radius-vector corresponding to the object at position i .

From the set of radius-vectors R={R,.R,....R, ,.R,}, the smallest and

n—1-

=min{Rl,R2,...,Rn_1 ’Rn} )
R,.x ] is divided into x equal

the largest radius-vector are chosen, R
R
subintervals, starting from s, up to s, . A radius-vector R, , such as

min

= Max{R,,R,,...R,_,R }. The interval [R_;,,

R es;.1<i<n,1< j<k is satisfied, initially is partitioned in cluster ;.
1
Sy [Rmin ’Rmin +E(Rmax _Rmin ))

1 2
pp) :[Rmin +;(Rmax _Rmin )7Rmin +;(Rmax _Rmin )

k=2 k-1
Sp1 [Ropin +T(R -R Rin -i—T(Rmax -Rin))

max min )’

Sk :[Rmin +%(Rmax _Rmin )’Rmin +§(Rmax _Rmin )]

Since the data distribution is initiall, some of the radius-vectors might
be inappropriately partitioned. The mean values for each two neighboring

clusters ¢; and ¢,,,.1< j<k-1, are calculated according (1) , where Ic; I is

the number of elements in cluster ;. A radius-vector g, ec;, for which
IR, —mc ;,, IR, —mc ;| is satisfied, is moved from cluster ¢, in cluster ¢, .

Thus radius-vector Rr; ec; for which | R, —mc; IR, —mc ;,, | is satisfied, is

+1

moved from cluster c; in cluster ;- When a radius-vector is moved from

+1

one cluster into another, clusters’ structure and clusters’ mean values are
changed, recalculating clusters’ new mean values mc; and mc,,,. Objects

are moved from one cluster into another neighboring cluster, until clusters’
structure no further change, when all radius-vectors will be properly
partitioned. Using data pairs (i,R;) information, each radius-vector R, is

transformed into object o, , 1<i<n . Thus clusters of radius-vectors
c;. 1< j<k, are transformed into object clusters oc;,1< j<k, having each
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object o,,1<i<n from the object set 0 properly partitioned in object cluster
oc;, 1<j<k.

_2Riec
chl

mc A< j<k (1)

J

4. Algorithm

Algorithm 1 Improved IC: Intelligent Clustering
Input: set of objects O={01,0,...,0n-1,0n}
Output: k clusters of objects ocj, 1<=j<=k

for each object o; which belongs to the object set Of
calculate its radius-vector R;;
store data pair (i,Ri) in the memory;
}
find the smallest radius-vector Rnin=min{R1,R>,...,Rn-1,Rxn};
find the largest radius-vector Rnmax=max{R1,Rz,...,Rn-1,Rn};
determine sub-intervals s;j, 1<=j<=k;
i=1;
=1
while(i<=n){
while(j<=k){
if(R; belongs to sub-interval s){
add R in cluster cj;
break while(j<=k) loop;
}
jtt;
}
i++;
}
calculate centers of clusters mc;, 1<=j<=k;
LOOP: j=1;
while(j<=k-1){
for each R; which belongs to cluster ¢;
if (|Ri-mcj+1|<|R-mcj]){
move R; from cluster ¢; in cluster Cj+1;
calculate clusters’ new mean values mc; and mcj+1;
}
for each R; which belongs to cluster cj+1
if (|Ri-mcj|<|R-mcj+1|){
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move R; from cluster cj+1 in cluster c;;
calculate clusters’ new mean values mc; and mcj.;

}
j+H;
}
go to LOOP while at least one mc; is changing;
transform radius-vector clusters ¢; into object clusters ocj, 1<=j<=k;

5. An Example

Set of objects
0={(34),(575.9),(6,5.7),(6.15.8),(585.9),(4.54.9),(4.6,5),(7,7),(4,4),(8,6)y should
be partitioned in three clusters. According to the methodology being
presented, for each object at position i a radius-vector R;,1<i<10 is

calculated, Table 1. Memory keeps ten data pairs (i,R,),1<i<10, Table 2.

Table 1 Objects’ radius-vectors

Obje (3, (5.7, (6,5 (6.1, (58, (45 (46 (7, (4, | (8,
ct 4) 5.9) 7) 58) 59 49 S) 7) 4) 6
Radi | 5 | 8204 8.27 8417 8273 6.653 6.79 9.8 56 1
us- 6 4 99 57

vect

or

)
0

Table 2 Data pairs (i,R;)
Data pairs
(1,5)
(2,8.204)
(3,8.276)
(4,8.417)
(5,8.273)
(6,6.653)
(7,6.794)
(8,9.899)
(

(

9,5.657)
10,10)
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Once the smallest and the largest radius-vector have been found,
in =35, R =10 intervals s,,s, and s, can be determined.

{5,5 +1x 402 5)}[5 230j [5,6.667)

{§ 425102 5)] {20 25} [6.667.8.333)
3 2 3
{ L3, (0= 5)} [25 30} [8.333.10]
3°3
Distributing radius-vector R;,1<i<10 in cluster c¢;,1<;j<3 s
permitted, only if R, belongs to the interval s;,1<j<3.
Cluster ¢, : {5,6.653,5.657}, mean value mc, =L;1=5.77
31.547

Cluster ¢, : {8.204,8.276,8.273,6.794}, mean value mc, = =7.887
Cluster ¢, : {8.417,9.899,10}, mean value mc _ 28316 _ g 439

A check for radius-vectors R, < ¢, being cluster ¢, less distanced than
cluster ¢,, is conducted, Table 3.

Table 3 Calculating the distances between cluster ¢4 radius-vectors and
cluster ¢4 and c; mean values

Radius-vector \ Distance from cluster ¢; Distance from cluster c;

5 | |5-5.77|=0.77 |5-7.887|=2.887

6.653 6.653-5.77|=0.883 |6.653-7.887|=1.234
5.657 5.657-5.77|=0.113 |5.657-7.887|=2.23

According Table 3, there is no cluster ¢, radius-vector, being closer
to cluster ¢, than cluster ¢, , what indicates appropriate radius-vector
distribution in cluster ¢, .

A check for radius-vectors R; ec,, being closer to cluster ¢, than
cluster ¢,, has also to be conducted, Table 4.

Table 4 Calculating the distances between cluster c, radius-vectors and
cluster ¢4 and c2 mean values
Radius-vector | Distance from cluster c; | Distance from cluster c
8.204 18.204-7.887|=0.317 | 18.204-5.77|=2.434

8.276 ' [8.276-7.887|=0.389 ' |8.276-5.77|=2.506
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' |8.273-7.887|=0.386 8.273-5.77|=2.503

‘ |6.794-7.887]|=1.093 |6.794-5.77|=1.024

Considering Table 4 distance results, it can be denoted that radius-
vector 6.794 is cluster ¢, less distanced than cluster ¢,, where was initially

distributed. In this case, radius-vector 6.794 is moved from cluster ¢, in
cluster ¢, . Since cluster ¢, and cluster ¢, structure has been changed,
cluster ¢, and cluster ¢, new mean values are calculated.
24.104

Cluster ¢, : {5,6.653,5.657,6.794}, mean value mc, = =6.026
Cluster ¢, : {8.204,8.276,8.273}, mean value mc, = 25153 _g s
Cluster ¢, : {8.417,9.899,10}, mean value mc, = 2251° _ 9439

Distance results between cluster ¢, radius-vectors and cluster ¢, and
cluster ¢, mean values are given in Table 5.

Table 5 Calculating the distances between cluster c. radius-vectors and
cluster c2 and cz mean values

Radius-vector \ Distance from cluster c; Distance from cluster c3 \

8.204 | |8.204-8.251|=0.047 |8.204-9.439|=1.235 |

|

|

8.276 8.276-8.251|=0.025 8.276-9.439|=1.163

8.273 18.273-8.251/=0.022 8.273-9.439|=1.166

Table 5 distance results clearly show that there is no cluster ¢, radius-
vector being closer to cluster ¢; than cluster ¢, , where from can be
concluded that cluster ¢, radius-vectors are properly partitioned.

At the end has to be checked whether exist cluster ¢, radius-vectors
being cluster ¢, less distanced than cluster ¢;, Table 6.

Table 6 Calculating the distances between cluster cs3 radius-vectors and
cluster c; and c; mean values
Radius-vector \ Distance from cluster c; Distance from cluster c;
8.417 |8.417-9.439|=1.022 |8.417-8.251|=0.166

9 899 19.899-9.439|=0.46 9.899-8.251|=1.648 |
|

| |10-9.439|=0.561 |10-8.251|=1.749
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Once again, radius-vector being partitioned in one cluster is closer to
the neighboring cluster. Cluster ¢, radius-vector 8.417 is cluster ¢, less

distanced than cluster ¢, , resulting with rearrangement of radius-vector
8.417, being moved from cluster ¢, in cluster ¢, . Since cluster ¢, and cluster
¢, Structure is changed, clusters’ new mean values mc, and mc, are
calculated.

Cluster ¢, : {5,6.653,5.657,6.794}, mean value mc, = 22102

=6.026

Cluster ¢, : {8.204,8.276,8.273,8.417}, mean value mc, :3’%%:8.293

Cluster ¢, : {9.899,10}, mean value mc, :@:9950

Repeating this procedure from the beginning, no structure change of
a cluster is recorded, where from a conclusion for clusters’ no further structure
change can be deduced.

Using data pairs (i,R.),1<i <10, each radius-vector is transformed into

object from the object set 0. Thus radius-vector clusters are transformed into
object clusters, having all objects properly partitioned.

Object cluster oc, : {(3,4),(4.5,4.9),(4,4),(4.6,5)}
Object cluster oc, : {(5.7,5.9),(6,5.7),(5.8,5.9),(6.1,5.8)}
Object cluster oc, : {(7,7),(8,6)}

Conclusion

A new data clustering technique is presented. Each object is represented with
a radius-vector. Instead of sorting a set of radius-vectors of size n (Intelligent
Clustering initial processing stage [1]), the interval between the smallest and
the largest radius-vector is divided in k equal sub-intervals. Depending on
which sub-interval a radius-vector belongs, it is distributed within a particular
cluster. Radius-vectors being less distanced to the neighboring clusters are
rearranged, moving them from one cluster into another. That is repeated until
clusters’ structure no further change, when all radius-vectors are properly
partitioned. Finally clusters of radius-vectors are transformed into clusters of
objects, having all objects appropriately partitioned.
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Abstract:

During recent years, the teaching process at the University "Goce Delcev"
Stip has been changing by usage of the e-learning methods. This paper
compares the achievements of students in Math 1who use Moodle as a
teaching tool with those who does not. Achievements of students are treated
in the statistical program SPSS 17. We can conclude how e-learning impacts
on the success of the students based on the results obtained.

Keywords: level of achievements, data analysis, teaching methods, Moodle
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Introduction

During recent years, e-learning platforms are becoming increasingly
sophisticated by showing potential as an effective way of improving the
learning process. Numerous e-learning platforms exist; some require paying
for access to enter the software, while others do not. The following are in the
first category: WebCT, Blackboard, and TopClasse; Moodle, llias, and
Claroline are free.[3,8] They are considered open-source software.

In the first years of the establishment and functioning of the University "Goce

Delcev", the Republic of Macedonia, the teaching process in math courses

was mostly realized by classical verbal text methods:

- Curriculum was presented to the students with a well-known and proven
method (blackboard-chalk);

- Students recorded observations on the same classes, and they later
served as a guide in the learning process;

- At the beginning of the course, the students received a list of literature
needed, that partly could be found in the bookstore and library, but the
most of it should have be found by themselves, because at that time the
main source of learning for the students were the notes taken at the
consultation classes with the teachers and the assistants.

With the development of the University and the efforts of all employees to

make it modern higher educational institution in which teaching process will

follow modern methods, an imminent need for change was to implement e-

learning as a modern platform that functions in several Universities in Europe

and the world. The university had a desire to make a connection between the
art of the lectures and the exercises with the power and strength of the new

IT technology, involving the generation and transfer of knowledge through the

use of information and communication technology (ICT in teaching). E-

learning as a method combines modern methods of learning with the

management of knowledge and offers better ways to evaluate it.[7] We got a

virtual learning tool which supports the usual learning. The teachers at the

Department of Mathematics and Statistics adapted this way of working

relatively quickly as a way of acquiring modern education which includes

motivation, communication, efficiency and technology.
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Context of the research problem (technology supported learning,
advantages and disadvantages)

New technologies (the Internet, in particular) provide faculty with the tools for

teaching—learning including the web-based applications known as e-learning

Platforms. E-learning platforms have transformed the ways professors teach

and students learn.[6] This transition has made it possible for students to take

part in the learning process, while the role of the teacher is that of “conductor”,
orchestrating and guiding students their education.[4] Within this framework,

University professors have had to modify the subjects and methodology

involved in teaching/learning. Students must actively collaborate in learning,

participating and collaborating with their teachers.

In the process of realization of math courses, we approach to the application

of e-learning method developed in the following way:

— we created electronic courses, which are attached lectures and exercises
as basic learning materials, supplementary materials, scripts, a collection
of exercises, electronic books, and anything else that can help the
student in the learning process. The courses make it possible to attach
papers and homework. All information related to the subject is in the form
of news, announcements, events, and results, the students get
appropriate courses. The knowledge check can be done by organizing
short tests and quizzes. On the courses there is a calendar with planned
activities given;

- speed of communication between teachers, collaborators and students
increased through the use of tools for collaboration and communication,
setting up discussion forums etc..;

- the courses provide checking and evaluation of some students skills.[1,2]

In the process of transformation of teaching, we observed the following

benefits:

- the materials, as well as electronic books, were available to students
at any time and free of charge. Before this, students were not always
able to obtain the recommended titles given by teachers and
assistants;

- the students are not forced to "take" notes at lectures and exercises
and can become active participants in the teaching process;

— in the learning process communication with other participants is
possible without having physically meet them which saved time and
money.

In this process, we met some difficulties in the following nature:
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- e-learning user requires specific knowledge and skills in using the
computer. Without basic computer literacy, e-learning would be hindered.
It is necessary to possess adequate computer equipment, because the
slightest technical problem will affect the student's concentration;

- E-learning requires students’ greater responsibility. They themselves
have to estimate, how much time they need for learning certain contents,
to motivate themselves, which can lead to poor progress in the learning
process.

The interest of the participants in the process of conversion of math is the

measurement of student achievement in math final exams and it is compared

to those achievements by way of teaching process.

Research Methodology

Mathematics 1 of Computer Science at the University “Goce Delcev’, the
Republic of Macedonia is taught in the first semester. In academic years
2010/2011 and 2011/2012 part of the teaching process makes use of the
electronic course in Math 1.

We analyzed the level of achievement of students in the February exam for
2009/2010, when the teaching process was realized with classical verbal text
method and for 2010/2011, 2011/2012, when the teaching process was
supported by e-learning.

[8] The data processing is done in the statistical package SPSS17.[5]

Analysis of research results

Table 1 shows the success of students achieved in the academic year
2009/2010.

Table 1: The achievements of students in February exam for generation of

2009/2010
Percent Valid Cumulative
Frequency Percentag
age o Percentage
passed 54 45,8 45,8 45,8
failed 64 54,2 54,2 100,0
total 118 100.0 (100.0
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The course of math 1 in the winter semester of 2009/2010 year was attended
by 118 students. From Table 1, it can be seen that 45.8% of students passed
the exam in February, while 54.2% have not passed. A more detailed analysis
of the achievement of students who passed the exam is given in Table 2:

Table 2: Results of students who passed in February examination period for
generation 2009/2010

Percent Valid Cumulative
Frequency Percenta
age Percentage
ge
Valid 6 32 50.0 50.0 50.0
7 15 23.4 23.4 73.4
8 9 14.1 141 87.5
9 7.8 7.8 95.3
10 |3 4.7 4.7 100.0
Total |64 100.0 [100.0

From the given results it can be seen that more than 50% of the students who
passed the exam passed it with grade 6. Only 4.7% of the passed students
received grade 10. The average success achieved in academic year

2009/2010 in math 1 for February exam is 6.94.

Table 3: Measures of central tendency for the achievement of students for

February exam for generation 2009/2010

For the academic year 2010/2011 for February exam, the data are shown in

Table 4.

Valid 64
N Missing 0
Mean 6,94
Median 6,50
Mode 6
Std. Deviation 1,180
Variance 1,393
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Table 4: The achievements of the students for February exam for
generation 2010/2011

Valid :
Percent Cumulative
Frequency Percentag
age B Percentage
passed 72 56,7 56,7 56,7
failed 55 43,3 43,3 100,0
total 127 100.0 (100.0

The results show that of the 127 students who claimed exam in math 1, 56.7%
of students passed the exam. More of students passed the exam this year
than the previous one.

The success of passed students is given in the following table:

Table 5: The achieved of students, who passed for February exam for
generation 2010/2011

Eleaneney Percenta |Valid Cumulative
ge Percentage |Percentage
Valid 6 38 69.1 69.1 69.1
7 7 12.7 12.7 81.8
8 6 10.9 10.9 92.7
9 2 3.6 3.6 96.4
10 2 3.6 3.6 100.0
Total |55 100.0 100.0

80% of students passed the exam with a grade 6 or 7, while only 3.6% passed
with grade 10. Passed students' average performance is 6.60, which is very
close to the average success last year.

Table 6: Measures of central tendency for the achievement of students in
February examination period for generation 2009/2010
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Valid 55
N Missing
Mean 6,60
Median 6,00
Mode 6
Std. Deviation 1,065
Variance 1,133

In the academic year 2011/2012 students in math 1 achieved the following
results:

Table 7: The achievements of the students for February exam for
generation 2011/2012

Valid ,
Percent Cumulative
Frequency Percentag
age o Percentage
passed 67 51,5 51,5 51,5
failed 63 48,5 48,5 100,0
total 130 100,0 [100,0

generation 2011/2012

Table 8: Achieved success of students who passed for February exam for

Valid .
Percent Cumulative
Frequency Percentag
age o Percentage
Valid 6 24 35.8 35.8 35.8
7 18 26.9 26.9 62.7
8 15 22.4 22.4 85.1
9 7 10.4 10.4 95.5
10 3 4.5 4.5 100.0
Total |67 100.0 (100.0
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51.5% of students passed the math 1 in February exam session. 15% of
passed students won grades 9 and 10. The number of students who received
a minimum grade for passing the exam reduced. Average performance
achieved was 7.21 In Table 9, we have the best average grade.

Table 9: Measures of central tendency for the achievement of students for
February exam for generation 2011/2012

N Valid 67
Missing 0
Mean 7,21
Median 7,00
Mode 6
Std. Deviation 1,175
Variance 1,380

The success we are achieving with students in the three years of study in the
February examination period is changed. From the analyzes it can be seen
that in the academic year 2010/2011 the success of students reduces, a large
percentage (69.1%) of students received a grade 6. Next year this percentage
drops to 35.8%, but at the expense of increasing the number of students who
received 7 or 8. The last academic year 2011/2012 achieved the best results
in terms of the number of passed students, and obtained higher average
performance grade.

From the analyses previously made, we can conclude that the percentage of
passed students is increasing, and the average success of the students who
passed the exam increases. It is shown in the following charts:
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Figure 1: The results of generations of students for February exam
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Figure 2: Average success of generations of students who passed for
February exam

Figures 1 and 2 show that the academic year 2010/2011 is the year that
reduces the number of passed students who passed the year with students'
average performance. It is the period when the more intensive use of e-
learning is applied in the learning process. In this period, teachers and
students needed the time and training to use e-learning tools. But later the
results were already visible. The achievement of students in math 1 has
increased. In order to determine whether the dependence of the students’
success achieved in three academic years 2009/2010, 2010/2011 and
2011/2012 and the way of implementation of the curriculum is connected we
use the hypothesis:

H,: There is a statistically significant difference between the success that

students achieve, and the way of implementing the curriculum, opposed to
the alternative hypothesis:

H,: There is no statistically significant difference between the students’

success and the way of learning curricula.

However, Pearson ;(2 test is used.

Evaluation of student achievement in two consecutive academic years:
Table 10: Test y” for teaching 2009/2010-2010/2011
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Value Df Asymp. Sig. (2-

sided)
Pearson Chi-Square 86.210% |1 .000
Continuity correction 82.714 |1 .000

N of Valid Cases 118

a. 0 cells (.0%) have expected count less than 5. The minimum
expected count is 20.59.

b. Computed only for a 2x2 table

Table 11: Test y’ for teaching 2010/2011-2011/2012

Asymp. Sig. (2-

Value Df sided)
Pearson Chi-Square 62.414% |1 .000
Continuity correction 59.512 |1 .000

N of Valid Cases 127

a. 0 cells (.0%) have expected count less than 5. The minimum
expected count is 20.59.

b. Computed only for a 2x2 table

Table 12: Test y for teaching 2009/2010-2011/2012

Asymp. Sig. (2-

Value Df sided)
Pearson Chi-Square 75.786% |1 .000
Continuity correction 72574 |1 .000

N of Valid Cases 118

a. 0 cells (.0%) have expected count less than 5. The minimum
expected count is 20.59.

b. Computed only for a 2x2 table

In all three tests the hypothesis Pearson test value is obtained Asymp. Sig =
0.000. This means that there is a statistically significant difference between
the success students achieve and the way they realize the curricula.

Conclusion The results of students achieved in math 1 may not be the best
but they show a tendency for improvement. Our findings are confirmed, the
application of e-learning as a method of realization of math leads to improved
student achievement. Teaching becomes dynamic, and therefore more
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interesting for monitoring by students. Students can increase their learning
skills using IT. Those using the Moodle platform regularly throughout the
school year seem to get better grades than those who rarely or never use it.
However, to implement e-learning environments, students’ acceptance of this
technology is a very important issue.

In summary, this research contributes to the field of e-learning platforms
acceptance because it provides insight on factors that contribute to intention
to adopt this technology. The findings point out specific actions by faculty that
can improve student experience with Moodle and identify other actions that
appear to have no effect. These results could be used to direct Universities
toward successful paths for supporting communication between teachers and
students using Moodle. Further research might investigate the importance of
influences such as individual differences, prior experience, level of
educations, different countries and the role of technology in Universities in the
context of predictors of perceived ease of use and usefulness. More broadly,
future research should seek to further extend models of technology
acceptance to encompass other important theoretical construct in education.
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TOURISM RECOMMENDATION SYSTEMS: ANALYTICAL APPROACH

Biljana PETREVSKAS®
Marija PUPINOSKA GOGOVA’
Zoran STAMENOV?

Abstract: Since tourism generates numerous positive impacts, each country
is interested in its development. The base for increasing the number of
tourists lies in capability to meet their preferences, which is not a trouble-free
process, particularly in times of ever-changing environment. The tourist’s
behavior has changed dramatically specifically to the way how they search
for information in the Web as the leading source. The paper argues the
importance of introducing tourism recommendation systems, particularly in
small and tourism developing countries as Macedonia. Moreover, it makes an
attempt to justify the necessity of designing tourism recommenders in order
to assist the tourists to identify their holiday in more sophisticated way.

Key words: Tourism; Recommendation systems; Tourists’ preferences.

1. Introduction
Tourism has emerged as one of the major industries in the world economy by
benefiting numerous sectors. Thus, each country insists in developing it and
making a profit from its variety of impacts. Everyone is interested in increasing
the number of visitors since it serves as a source of economic growth. In 2011,
the international tourism continued to grow, despite an increasingly uncertain
global economy, political changes and natural disasters around the world.
The international tourist arrivals reached a record 982 million, an increase of
4.6% compared to previous year, while receipts grew by 3.8% to €740 bn
(UNWTO, 2012: 7). With growth forecast to continue in 2012, although at a
slightly slower rate of between 3% and 4%, international tourism will hit a
major milestone in 2012: one billion international tourists. The one billionth
tourist is expected to travel sometime in December 2012 (UNWTO, 2012: 8).
However, attracting bigger number tourists is not a trouble-free process,
particularly in times of ever-changing travel preferences. Despite the variety
of options regarding tourist destination or attraction, tourists frequently are not
capable to cope with such a huge volume of choice. So, they need advice
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about where to go and what to see. In a tourism domain, recommendations
may indicate cities to go to, places to visit, attractions to see, events to
participate in, travel plans, road maps, options for hotels, air companies, etc.
Such scope of work very often is not a trivial task. In this respect,
recommenders assist tourists by facilitating personal selection and prevent
them from being overwhelmed by a stream of superfluous data that are
unrelated to their interest, location, and knowledge of a place. So, it is much
easier for tourists to access the information they need thus resulting in shorter
lead-time for bookings, making last-minute decisions and generally, tailoring
their own packages from a suite of options. Solution is seen in developing
recommenders in tourism domain.

Generally, the contribution of this paper lies in the fact that gives an
overview of necessity for developing recommendation systems in tourism.
Moreover, it may serve as a starting thinking point for making attempts for
introducing tourism recommenders in Macedonia. Finally, the paper may
alarm the relevant tourism-actors in Macedonia, that the time has changed
and that on-line experience has shifted from searching and consuming to
creating, connecting and exchanging.

The remainder of the paper is organised in several sections. After the
introductory part, the section 2 provides a brief overview of developing
recommendation systems in tourism. Section 3 presents a snapshot on
theoretical and empirical literature. Section 4 is rich on facts at glance towards
the necessity of developing tourism recommenders in Macedonia. The most
interesting conclusions and future challenges are presented in Section 5
which is the final part of the paper.

2. Recommendation systems in tourism

Tourism is an interesting phenomenon particularly for recommendation
purposes. Being detected as the only way out in assisting tourists and
travelers to identify their ideal holiday, recommenders offer personalization of
information delivery to each traveler, together with travel history. Yet, the
advanced tourist information systems must offer more than just relatively
static information about sights and places. Over the past two decades a
noteworthy transformation was made from just passive searching and surfing
to creating content, collaborating and connecting. In this respect, the Web
became the leading source of information particularly important in times of
increased number of competitors in tourism market. The way out is detected
in application of recommenders as a promising way to differentiate a site from
competitors.
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Generally, recommendations may be made to a tourist by software,
as in a multimedia totem, an ATM device, or in a Web site, or by a human
intermediary (e.g., the travel agent) who will receive information from a
decision support system (Figure 1). However, the most successful results
may be expected by applying collaborative filtering and content-based filtering
(Figure 2). Based on conversational approaches, such recommenders are
promising in tourism, meaning that the user is giving opportunity to choose a
quantum of tourist items with regards to personal preferences.

Chat - message exchange :
" T T ) .
e N P é'
ond uner
Text Mining Recommendation v » 4
Module Context Module
A4y
= =
] Run-time sdvisory service Wet> server
Ontology Database Figure 2 (Jannach e al., 2009: 145)

Figure 1. Architecture of decision
support system (Loh et al., 2004: 159)

It is more than obvious that whether a potential tourist will be interested
in a certain item depends on his preferences. Although may sound fragile, but
the vast majority of today’s tourists know exactly what they are looking for.
Yet, they are very demanding and have complex, multi-layered desires and
needs. Today’s so called “postmodern tourists” have specific interests and
individual motives which results in tailored made tourist products according to
their particular preferences. They are often high experienced in travelling and
demand perfect tourism products rather than standardized ones.
Consequently, they take much more active role in producing diversified
tourism products with shorter life cycles enabled by increased usage of ICT.

Many researchers were interested in identifying tourists’ needs,
expectations and behavior. Hence, numerous papers discuss tourist roles in
order to define their considerable variations. In mostly, the behavior is related
to specific demographic and background characteristics emphasizing the life
course as the leading component for investigating tourist role preferences.
Yet, attention should be paid to a variety of social structures and processes,
including psychological needs and lifecourse stage.

59



60

lonumen 36opank 2012 ®akynrer 3a nHPpoOpMaTuka, YHUBep3uTeT ,,l one Jemaes™ — IItun
Yearbook 2012 Faculty of Computer Science, Goce Delcev University — Stip

3. Literature review

One may argue the inevitable relationship between tourists and information.
Moreover, it is a widely-recognized fact that information and decision-making
have become the foundation of world economy (Wang, 2008). Due to tourism
essentiality, recommenders applied in tourism have been a field of study since
the very beginnings of artificial intelligence. There is a large body of literature
regarding the significance and effectiveness of applying the recommenders
in tourism, travelling and hospitality. It is a matter of identifying a class of
intelligent applications that offer recommendations to travelers, generally as
a response to their queries. They mostly leverage in-built logical reasoning
capability or algorithmic computational schemes to deliver their
recommendation functionality. Thus, recommenders are an attempt to
mathematically model and technically reproduce the process of
recommendations in the real world.

Numerous researchers made efforts in their introducing. In this respect,
the need for developing intelligent recommenders which can provide a list of
items that fulfill as many requirements as possible is elaborated (Mirzadeh et
al., 2004; McSherry, 2005; Jannach, 2006). Also, a recommender dealing
with a case-based reasoning is introduced in order to help tourist in defining
a travel plan (Ricci & Werthner, 2002; Wallace et al., 2003). Yet, as the most
promising recommenders in tourism domain are the knowledge-based and
conversational approaches (Ricci et al., 2002; Thomson et al., 2004). The
knowledge-filtering, constraint-based and casebased approaches are further
engaged for recommendation (Kazienko & Kolodziejski, 2006; Ricci &
Missier, 2004; Zanker et al., 2008). Additionally, the recommenders based on
text mining techniques between travel agent and customer through a private
Web chat may easily find an application (Loh et al., 2004).

Furthermore, we refer to some late research that brought more
sophisticated outcomes, like: introducing a personalized tourist information
provider as a combination of an event-based system and a location-based
service applied to a mobile environment (Hinze et al., 2009); Investigation on
sources and formats of online travel reviews and recommendations as a third-
party opinions in assisting travelers in their decision making during trip
planning (Zhang et al., 2009); Findings regarding development of a web site
in order to enable Internet users to locate their own preferred travel
destinations according to their landscape preferences (Goossen et al., 2009);
Selecting the destination from a few exceptions (Niaraki & Kim, 2009; Charou
et al., 2010); Usage of orienteering problem and its extensions to model
tourist trip planning problem (Vansteenwegen & Wouter, 2011); and similar.
It is evidently that the research area is extending resulting in improved
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dependability of recommendations by certain semantic representation of
social attributes of destinations (Daramola et al., 2010).

4. Necessity of developing tourism recommender in Macedonia
Macedonia identified tourism as a strategic priority for national economic
development (Government of Macedonia, 2009). Up-to-date, tourism in
Macedonia has accomplished an average growth of 4.64%, GDP share is
1.7% and it incorporates 3.1% of total workforce. Additionally, in the frames
of services, tourism inflows are the second biggest item (just a little bit lower
compared to the inflows of transport services), which is 1.3 times higher than
the inflows of business services and 2.4 times larger than communication
services inflows. Such condition indicates high potential to increase tourism
effects in economic activity of Macedonia.

Furthermore, forecasts regarding tourism development in Macedonia
are very optimistic. Namely, according to estimations by 2021 it is expected
that direct contribution of tourism to GDP will reach to 1.6 % thus bringing
revenue of €170 million according to constant 2011 prices; total contribution
of tourism to GDP will rise to 6.0%; visitor exports will generate €76 million
and investments in tourism will reach the level of €76 million representing
2.8% of total investments. Additionally, it is expected that number of
employees that indirectly support tourism industry in Macedonia will rise to
35000 jobs representing 5.4% of total workforce (WTTC, 2011: 3)

With regards to international tourism demand in Macedonia, the upward
trend is expected to continue in the next period (Petrevska, 2012). This
optimistic view is supplemented additionally with the fact that the number of
user ratings is permanently increasing by 15% monthly growth rate.
Supportive and not surprising is another fact noting an upward trend of web
portal users which complements the positive general conclusion referring
tourism income in Macedonia. The average tourism consumption of €50 per
day (WTTC, 2010) is anticipated to note an increase of one third of a euro,
which may be misinterpreted as insignificant to national economy. However,
on long-term horizon based on these projections the tourism contribution to
the GDP may note an increase of more than 1%.

However, budget expenditures allocated for tourism promotion in
Macedonia are very modest. Yet, the budget is constantly increasing yearly,
from approximately €100000 in 2005, to €130000 in 2012 (Government of
Macedonia, 2012). In the other hand, being ranked low on the list of the most
attractive destinations for travel and tourism, illustrates the need for tourism
improvement. Namely, Macedonia was ranked as 83" out of 130 countries in
2008 (Blanke & Chiesa, 2009) with a slight improvement in 2011 being ranked
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at 76™ place out of 139 countries (Blanke & Chiesa, 2011). It is worth noting
that majority of countries in the region are significantly better ranked: Slovenia
- 33" place, Croatia - 34™ place, Montenegro - 36" place, Bulgaria - 48" place
and Albania - 715 place. From neighboring countries, only Serbia, and Bosnia
and Herzegovina are ranked lower than Macedonia.

In order to strengthen tourism competitiveness of Macedonia, the first
national web tourism portal (www.exploringmacedonia.com) was created in
2005 as a public-private partnership between an international donor and the
Ministry of economy. In this regard, several other private initiatives act as
additional tourism portals, thus supporting country’s tourism profile, like:
www.go2macedonia.com, www.simplymacedonia.com, www.macedonia
lovesyou.com, www.macedonia-timeless.com etc. Despite the existence of
variety and most probably, sufficient number of web-portals that promote
Macedonia as attractive tourist destination, so far none of them act as tourism
recommender. Moreover, Table 1 supports the noted conclusion by giving a
glance of poor visits to particular sites referred by search engines in a three-
month period. Surprisingly, the both web-portals labeled as national are
placed at the bottom of the table.

Table 1. Traffic statistics for selected web-sites
Web-site Traffic rank
www.macedonialovesyou.com 18.824.372
www.simplymacedonia.com 14.670.989

www.go2macedonia.com 14.010.522

www.macedonia-timeless.com 1.690.753

www.exploringmacedonia.com 1.360.389
Source: Authors’ note based on www.alexa.com

The forth mentioned advantages produced by recommenders fully
justify the urgency and necessity of their design in Macedonia. Specifically
lead from the fact that they assist tourists and visitors in planning and creating
their trip and holiday in more sophisticated way.

5. Conclusion

Based on fact that tourism is defined as one of the most economically-
oriented industries in the world, it enhances and strengthens national
economies. With regards to Macedonia, tourism is identified as an industry
which might contribute to: enhancing foreign export demand for domestic
goods and services, generating foreign currency earnings, new employment
opportunities within the country, repaying the foreign debt, increasing the
national income etc. Additionally, it is worth noticing that travel and tourism
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economy in each country incorporates broad spectrum of tourism-oriented
activities and results with multiplicative impacts.

The paper presented an analytical approach of positive results in
developing tourism recommendation systems, thus emphasizing the
necessity for their introduction in Macedonia. Tourism recommenders may
serve as a guideline for tourists and travelers in the line of identifying ideal
trip and holiday. So, development of such software module may generally
contribute to increasing the awareness of tourist destination that is capable of
fulfilling travelers’ preferences, and respectfully in raising net tourism income.

Furthermore, a successful launch of a web-based recommender at
national level is in the line of supporting the economy through improvement
of tourism supply in more qualitative manner. Since such portal will indicate
the motives, preferences and reasons for traveling to Macedonia, it might be
of high importance to all key-tourism actors in the process of identifying
measures and implementing activities necessary for creating comprehensive
tourism policy. Finally, the paper may alarm the relevant tourism-actors in
Macedonia, that the time has changed and that on-line experience has shifted
from searching and consuming to creating, connecting and exchanging.
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CLOUD COMPUTING APPLICATION FOR WATER RESOURCES
MODELING AND OPTIMIZATION

Blagoj Delipetrev’

"Faculty of Computer Science, University “Goce Delcev” 2000 Shtip, Republic
of Macedonia, blagoj.delipetrev@ugd.edu.mk

Abstract: Modeling and optimization of water resources is complex
multidisciplinary collaborative task suitable for development of a cloud
computing application. The presented application for water resources
modeling and optimization is built on three latest advancements in computer
science and technology: Cloud Computing, Service Oriented Architecture and
web Geographic Information Systems. The cloud computing application have
three tiers: (1) database tier capable of storing all relevant data and
information (including geospatial information) (2) middle tier that support
multiple data sources and provide platform for building specialized web
services and (3) web services tier. The web service tier contains three web
services (1) for geospatial data management, (2) for water resources
modeling and (3) water resources optimization. The cloud computing
application for water resource modeling and optimization advantages over
previous solutions are: accessible from everywhere, available all the time,
scalable, interoperable, distributed and ultimate collaboration platform. The
application web address is www.delipetrov.com/his/.

Keywords: Cloud computing, GIS, modeling, optimization, water resources.
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8 Introduction

Water is one of the most valuable human resources. Population growth,
higher livings standards, industry, power production, food production are the
main factors for continuous increase of water demand. These factors together
with climate change put additional pressure on water managers demanding
efficient and optimal distribution of water resources between all users and
functions. New tools and methods are needed for development of integrated
water management systems. These water management systems will include
stakeholders, users and functions into one integrated platform addressing
technical, economical, social and ecological aspects.

Water managers nowadays use sophisticated decision support
systems for integrated water management. Core component of these systems
is water resources modeling and optimization. Water resources modeling and
optimization is usually performed by computer models of the real world. In the
last decade advances in ICT (Information and Communication Technologies)
significantly improved water resources modeling and optimization leading to
improved management of engineering, economic, social, ecological,
hydrological and institutional aspects of complex multifunctional water
systems. These contribute to improved design, implementation, management
and knowledge of the water systems.

Existing water modeling systems are usually available as stand-alone
applications, frequently relying on GIS (Geographic Information Systems) that
provide the framework for management and integration of all geo-spatial data
[1]. Recent advances demonstrate transition to web-based applications, using
similar GIS frameworks [2]. There are successful examples of open source
water modelling solutions [3], while other solutions are combination of open
source and commercial software components, creating web services for
distributed and interoperable hydro information system [4].

The main objective in the presented research is to create cloud
computing application for water resources modelling and optimization that is
internet based and only a web browser is required to use it. The cloud
application is conceived to contain all necessary data and information
concerning water resources and to provide a platform for development of
specialized web services. Additional application objectives are: (1) available
from everywhere, (2) accessible all the time, (3) flexible for adding additional
web services and components, (4) interoperable, (5) designed to operate in
distributed computer environment, (6) based on open source software and (7)
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can be simultaneously used by multiple users that are geographically
dispersed, therefore enabling web-based collaborative environment.

The presented cloud computing application for water resources
modeling and optimization satisfies all previously specified objectives. This
application is one of the most feasible solutions for future development of
integrated water modeling systems where all data, services and processing
are carried out on one common platform enabling integrated management of
the physical system in question that addresses various economic, social,
ecological and other objectives. The cloud application presented here have
three web services:

1. Web service for geospatial data management.
2. Web service for water resources modeling.
3. Web service for water resources optimization.

The cloud application is developed using several programming
languages (JavaScript, AJAX, PhP), additional applications (GeoServer,
PostgreSQL, PosgGIS), libraries (OpenLayers), geospatial standards
protocols (WMS, WFS, WFS-T) and others additional components. All
components and software packages used in the application development are
open source. The system design and components allow easy upgrade,
interoperability, distribution and scalability.

The cloud application for water resources modeling is designed to
work in private cloud architecture e.g. its compliance isn’t tested on any
current cloud provider. Main idea in cloud computing is to use the service
without knowing (or caring) about the infrastructure being what this
application does.

9 Main concept and technologies

The three main concepts and technologies for the development of cloud
application for water resources modelling and optimization are: (1) Cloud
Computing, (2) Service Oriented Architecture (SOA), (3) web GIS.

Cloud computing is the latest ICT trend. The core concept of cloud
computing is “only a web browser is needed” while everything else is in the
cloud. Data, models and software reside in the cloud and are available “on
demand” anytime and everywhere. Only internet connection and browser is
needed to use the system. This concept is analogous to the electricity grid
where we just plug in our devices and use them without understanding the
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infrastructure behind. Cloud computing [5] also creates new possibilities and
advantages for companies and users. This is demonstrated by the fact that
the largest IT companies like Apple, Google, Facebook, Microsoft, and
Amazon are heavily investing in their cloud computing facilities.

Service Oriented Architecture (SOA) [6] defines a group of rules for
design, development, integration and implementation of information systems.
The key idea behind SOA is how to integrate and connect various information
system components. SOA define components interfaces and
communications protocols using messages in XML (eXtensible Markup
Language) format. SOA enables previously developed components and
applications, various programming languages and different platforms to be
joined into one integral solution.

Third and crucial concept used in this application is web GIS. GIS
provides integration framework for modelling in any domain with geospatial
information (water, climate, population, etc.). Almost all water resources
information’s are geospatial in nature. Latest standards and tools of Web GIS
allow development of fully distributed web applications, making the Internet
as the new medium for using these systems [7]. The presented cloud
application is successful demonstration of the latest web GIS technologies
and standards.

10 Architecture of the cloud application

The cloud application architecture is based on SOA and presented on
Figure 1. The arrows in this figure represent communication between the
different web services, as they have been introduced earlier. The three
different web services, together with the technologies and components used
for their implementation are explained in the following sections.
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Figure 1 Architecture of the cloud application for water resources
modeling and optimization

3.1 Web service for geospatial data management
The web service for geospatial data management is composed of two main
components: web application GeoServer and relational database HMak
created in PostgreSQL and PostGIS. The relational database HMak stores
relevant water resources related data (river network, canals, towns, cities,
irrigation fields, etc.) as well as data for the web service for water resources
modeling and the web service for water resources optimization.

GeoServer is a middle component that can connect to mutiple data
sources and provide data to other components using Open Geospatial
Consortium (OGC) standard protocols (WMS, WFS, WFS-T). GeoServer
abstracts data sources and provides data access platform for various web
services. In the current implementation, the web service for water resources
modelling is connected to GeoServer using WFS-T protocol. WFS-T protocol
is based of XML messages and operate asynchronous or “on demand”.

3.2 Web service for water resources modeling
The web service for water resources modeling is created using OpenLayers
library and prototype code of the programing languages JavaScript, AJAX
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and PhP. The web service geospatial capabilities are enabled by OpenLayers
library that support OGC standards (WMS, WFS, WFS-T, etc.). The web
service gives possibility to draw, edit, delete or modify vector geospatial data
online. In the current implementation, the web service is connected over WMS
to Google map servers and Open map servers and uses these layers as
background maps. The web service through WFS-T connects to the
GeoServer and indirectly with the HMak database. HMak database stores six
geospatial vector layers: rivers, canals, users, reservoirs, inflow and
agricultural areas. For each layer attribute tables are defined and stored,
together with the geospatial data, same as in GIS. The web service provides
a toolbar for operations with geospatial objects from the six vector layers and
creating the water resources model shown on figure 2. Moreover, the web
service provides the interface to enter attributes data to the objects. When a
geospatial objects is selected, JavaScript code is activated that reads
attributes data from HMak and fills the data under the tab “Attribute Info”.
Users can change this data and store it back to HMak. In the current
demonstrator implementation attribute data is still relatively simple but the
possibilities for extending every object with additional information are
possible.

An example model representation using the web service was
developed, by entering rivers, canals, reservoir, users, and agriculture areas,
as shown on figure 2. Together with the geospatial data, sample attribute data
was provided for every object.

Cloud ication for water

Figure 2 River basin model created with the service for WRM

3.3 Web service for water resources optimization
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The web service for water resources optimization is composed of the
prototype Dynamic Programming (DP) application developed in Java and the
appropriate web interface. This application is based on the dynamic
programming algorithm provided in [8] for calculating optimal reservoir
operation that simultaneously satisfies the objectives for flood control,
downstream water demand and recreation on the lake reservoir. The
application works with 5 input tables: reservoir inflow, total demand, upper
flood limit, lower recreation limit and reservoir discretization shown in table 1.
Timestep is denoted with TS in table 1. The weight factors in tables Demand,
Flood and Recreation describe the relative importance of satisfying the three
objectives.

Table 2 Input tables of the web service for water resources optimization
Inflow Demand Flood Recreation Reservoir
Discretization
Integer:T Integer:T Integer:TS Integer:TS Double:Discretiza
S S Double:Floo Double:Recreat tion

Double:  Double: d ion
Inflow Demand Double:Wei Double:Weight
ght

The web service has web interface for entering data, performing basic
data quality checks and uploading of the data into HMak database. The
execution starts the dynamic programming (DP) algorithm, which uses the
uploaded data and provides the results on a separate web page. Application
result is optimal reservoir operation in terms of reservoir releases.
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Visualization of optimal reservoir operation

VOLUME M3

Figure 3 Visualization of optimal reservoir operation

This service is started by selecting a reservoir object from the main
working window. The execution of the application loads the data from HMak,
runs the DP algorithm and provides the results. Such results are shown on
figure 3 where reservoir inflow, total demand and optimal reservoir operation
curve are plotted together. The idea of including this service is not to present
state of the art optimization algorithm or hard mathematical background which
can be found in [8], but instead to demonstrate that cloud computing platform
can facilitate different programming languages and components.

4. Discussion
The development of the application demonstrates the possibilities of ICT for
creation of integrated cloud solution for water resources modelling and
optimization. The main goal of using only web browser for operating the
application is accomplished. The presented cloud application is web based,
accessible and available all the time and from everywhere. The current
implementation of the system is on one physical server with one relational
database HMak, one GeoServer instance, and two apache web servers on
which three services are working. The system components and technologies
provide seamless scalability, interoperability and can work in distributed
environment. GeoServer can connect to several distributed relational
database and other types of data sources. The source code of the cloud
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application can connect to more instances of GeoServer, which can be
distributed on many physical servers. This demonstrates the power of the
presented solution to work in heterogeneous server environments and the
opportunity to adjust hardware and software resources based on the
workload. The cloud application SOA increases the flexibility to add additional
web services or upgrading the existing ones. The service for optimizing water
resources demonstrates how different applications (using different
programing languages) can be connected to the existing services and
integrated into cloud application.

The current cloud application is open to everyone, and anyone with
internet connection can use the web services. Geographically dispersed
users using only a web browser can jointly model the water system, draw
rivers, enter attributes, run optimization and view results. This is the ultimate
collaborative environment that provides same interface, data and users
working windows. Each user action is processed by the cloud application and
presented immediately in the web service where all other users can see it.
Example for this is if one user is entering (drawing) rivers other can enter
canals and with each refresh of the web browser can actually monitor the
overall progress and jointly develop the water model. All services, data and
modes are accessible to users at every time and everywhere. Additionally,
future cloud application development can create different working
environments for different user categories, such as decision makers, water
managers and the general public. These working environments would be
based on different services, capabilities and data access. Important
advantage of the presented solution is that all services will be based on one
common platform.

There are several possibilities for upgrading and improvement of the
existing services. The service for water resources modelling can be upgraded
with adding new layers and creation of quality attributes tables. The most
important part is development of a computational framework that will create
an intelligent system, connect different objects and define dependencies
between them. Example for this is when a river enters a reservoir the river
discharge to be added to the reservoir storage and update the reservoir level.
These extensions can lead to the development of a full-fledged water
resources modelling system as a cloud application. The service for water
resources optimization can be improved by including additional algorithms
based on other optimization techniques (reinforcement learning, stochastic
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dynamic programming etc.) or by improving the existing one with adding
additional input information.

5. Conclusion

The shifting of desktop applications, information, and processing power to the
cloud has started. Future applications, software and services will be
increasingly cloud oriented. The developed cloud application for water
resources modelling and optimization is a pioneer in future integrated water
management application. The software components and the web services
presented in the article demonstrate that there are software and technologies
to develop a robust and complex cloud application. Important to notice is that
cloud application is build using open source system components and
prototype code. Advantages of the presented application are its availability,
accessibility, flexibility, scalability, interoperability included in the design and
software components. Further development of the application can also
include various water related data, population growth, urbanization, climate
variations, etc., as they are needed for analysing and solving particular water
resources management problems. The platform for development of such
applications is already created and future applications will be additional
services or modules of the existing cloud application.
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Abstract: Enterprise resource planning (ERP) systems integrate internal and
external management information across an entire organization, embracing
finance/accounting, manufacturing, sales and service, customer relationship
management, etc. ERP systems automate this activity with an integrated
software application.The architecture of the software facilitates transparent
integration of modules, providing consistent flow of information between all
functions within the enterprise. ERP popularity has rapidly increased in the
last few years and they are starting to be used by all types of businesses. In
this regard, the ERP is becoming a system with high vulnerability and
confidentiality in which security is critical for the system to operate. Recent
studies show that many ERP vendors have already integrated some kind of
security solutions, which may work well internally. However, in an open
environment, one needs more advanced and innovative technological
approaches to secure an ERP system.

In this paper, we evaluate how and to what extent one can improve the
security of an ERP system by implementing a set of security measures
addressing the current top security threats. The paper evaluates the effects
and provides conclusions on the applied security measures using ArtAllS —
Artisoft’s cloud-based, web-enabled software-as-a-service ERP system.

Keywords: Security measures, cloud ERP, web security, security
framework.
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11 Introduction

Information technology has been making huge impact on the civilization
especially in the last two decades. Tremendous achievements in the micro
technology made computers extremely fast and cheap, which triggered rapid
development in all segments of everyday life. World Wide Web Technology
combined with affordable workstations and fast networks caused explosion of
networked people, institutions and businesses. As never before, we are
witnessing a true globalization of the world in all segments. We do not have
information flow anymore. Information is everywhere instantly from the
moment it originates. But as always, good things also come with drawbacks.
Leaving everything on the net allows for someone to harm or take opportunity
to hack, steal or destroy the information or the system. Accordingly, we
continually build security blocks, measures, procedures, and protocols in
order to defend our systems from external and also internal attacks.

Today, we can say that Internet addiction leads humanity to a level where a
small break in any of these services is having serious impact on our daily work
as would for example electricity brake down. Civilization is networked as
never before. We became de facto global village. But this networking is
bringing huge possibilities for everybody, including those who want to harm
the positive trends. The bigger the network is, the bigger the threat is, and the
bigger the security vulnerability is. This is why implementation of security
measures on application software, in our case web application software is an
interesting area and topic for discussion.

Recent studies show huge, even extremely, increased number of users of
Internet services. According to Internet World Stats, on December 31 2011,
the number of Internet users was over 2 billion
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Fig.1.1 Analysis of the number of Internet users (web sites and web
applications) according to Internet World Stats, 2011
Because of the technology globalization, ERP systems have started to appear
as a necessity not solely for large companies but also for small and medium
businesses [1]. This sent ERP system utilization to the sky. However,
according to Dhilloni [2], information security in the ERP solutions has
traditionally been an afterthought. Because of businesses’ increased
dependence on information, security is being considered proactively. On the
other hand, the process of security implementation in ERP system is a long
and everlasting process. The great popularity of integrated ERP system
solutions, today more than ever, lead to the need of a solid security framework
in order to set the base minimum when it comes to ERP security. This
framework should only be used as a starting point in the process of securing
and fortifying an existing ERP system.
In this paper we evaluate how and to what extent one can improve the security
of an ERP system by implementing a set of security measures addressing the
top current web application threats in the world.

12 Existing security frameworks to ERP systems

Security in ERP solutions requires grasping a wider approach and concept
where security measures will involve people, network, host and application
security [6]. In this regard, we have analyzed existing security frameworks
which include all aspects of security in an ERP system.

We note, however, that both, the Security framework for an ERP system [4]
and the Security framework for ERP in cloud [3] have not gone into much
detail as far as the technology component is concerned.
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Fig. 2.1 Components of the Security framework for ERP system’

According to Marnewick [4], the weakest link in an ERP system is still its
users, as open gateways to the information stored and obtained through the
system. User behavior is still unpredictable and it represents an issue that
must be addressed in the stages before starting to use the ERP system. The
most important stages are:

Policies and procedures — for explicit control and management of user
behavior;

Risk analysis — to increase the level of security to the assets of
greatest value to the business; and

Awareness — users need to become aware of the security threats and
risks of their behavior.

The technology component also involves the following elements [4]:

Identification & Authentication — ensuring that the system is accessed
by legitimate, authorized users;

Authorization — restriction of the access rights and actions of the user
in the system;

Confidentiality — only authorized users can see and use specific data;
Integrity — only authorized users can modify specific data;

Non — repudiation - a transaction which took place must have a
continuity information in the system in order to undoubtedly prove its
existence and the user who initiated it;

Availability — the system must be available 24/7 for business
continuity; and

Auditing —requires a risk-based systems review supported by detailed
checklists and practical experience in designing controls.
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13 Improving the cloud-based ERP security

The main goal of this paper is to contribute to the technology component of
the existing security frameworks to ERP systems. In this section, we propose,
implement and evaluate a set of security measures for an ERP system in the
cloud [3]. We use the ArtAllS ERP system — a product of the company Artisoft
- which is web-enabled and offered as a service (SaaS) on a cloud platform.

3.1 Security threats

When considering the technology component of the system, it is necessary
to include and analyze different types of threats and attacks which are current
and recurrent.

According to the list of Top 10 threats of web application software OWASP
[5], the number one threat is the SQL Injection attack, immediately followed
by the XSS attack. In this paper, we focus only on the top 5 threats of web
application software, as from our experience these are identified as the most
occurring threats in the ERP industry. They are described as follows.

1. XSS scripting - represents a type of injection problem, where harmful
script is inserted into seemingly reliable website. XSS attack occurs when
an attacker uses a web application to send malicious code, usually in the
form of a browser - script to another user of the application.

2. SQL injection - SQL injection attack exploits weaknesses in the validation
of input parameters in the web application to execute commands and
activities in the database.

3. Cookie replay - takes user authentication cookie through software to
monitor traffic and performs its replay for obtaining access to the
application under a false identity.

4. Session replay - With special software to scan and monitor network traffic,
the attacker can intercept the user’s session token and it can be used to
pass authentication.

5. Cookie, query and form field manipulation - Attacker can easily perform
manipulation and modification of the query string parameters that are
passed via HTTP GET from the client to the server as they are visible in
the URL. There are numerous tools that allow the attacker to modify a
cookie that is stored in memory. This type of attack is performed in order
to gain access to a particular application or web site. Values of HTML form
fields are sent in clear format via HTTP POST Protocol. This applies to
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visible and hidden form fields. These fields can be modified very easily
and they can skip the validation procedures.

3.2 Security measures
The proposed security measures we consider [7, 8, 9] are shown in Table 1.

Table1. Proposed security measures for extending the technology

component of an existing security framework for ERP system [7, 8, 9].

Threat Measures

XSS Scripting o Full validation of user input parameters.The
application must verify that the input query
strings, form fields, and cookies are valid for the
application. The approach that works here is to
treat all input parameters as harmful.
Usage of HTMLEncode() or URLEncode
functions. In this way, the code that performs
harmful scripts is transformed into harmless
HTML.

SQL Injection Full validation of user input parameters.The
application must verify that the input query

strings, form fields, and cookies are valid for the
application. The approach that works here is to
treat all input parameters as harmful.

Procedure and query parameterization. Provides
the value of parameters that are not treated as
executive code. In this way, the incoming user
parameters cannot contain other types of data
than those defined for the type parameter.

Least privilege rule. To access the database to
be used user orders with minimal privileges to
perform the required actions on the data.

Cookie replay SSL. Use SSL encrypted communication channel
each time when an authentication cookie is
transmitted.

Cookie timeout. Use cookie timeout value to
force re-authentication after expiration of the
specified time interval. This measure does not
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prevent replay attacks but shortens the time
frame in which such an attack can be carried out.
Session replay Re-authentication. Re-authentication before
performing a critical operation is sufficient
protection from this attack.
Session timeout. Session expiration process
should be fully respected, including all cookies
and tokens.
Remember me. Creating the option "Remember
me" in order to allow the user not to store any
information for the client session on his
computer.

Cookie manipulation Cookie encryption or protection using HMAC
Query manipulation Session identifier. Use a session identifier to
identify the client and keep the session data in
the server state warehouse.
HTTP POST. Select HTTP POST instead of GET
for submission of forms
Encryption.  Encryption of query string
parameters
Form field Session identifier. Instead of using hidden fields,
manipulation those values should be stored in session
identifiers that are safely protected in the server’s
state warehouse.

3.3 Experimental methodology

The validity of the proposed security measures, described in subsection 3.2,
was evaluated in two phases:

e Phase | - the ERP solution is tested in the current state to detect
existing weaknesses and vulnerabilities; and

o Phase Il - the ERP solution is tested with the same security tools for
vulnerabilities after the proposed security measures have been
applied.
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The analysis is made using the following security tools:

o NetSparker — powerful scanner of vulnerabilities of web applications,
which performs crawling, attacks and detection of vulnerabilities,
regardless of platform or operating system. NetSparker is the only tool
that allows false-positive testing with a built-in exploitation engine
which confirms the detected weaknesses.

e Acunetix- web application auto scanner more like a black-box tool.
Acunetix provides full scanner, crawler and search reports, as well as
huge database security checks for all server platforms

e WebCruiser —effective and powerful tool that allows detailed analysis
of websites and web applications. The tool offers a weakness scanner
as well as numerous safety tests. WebCruiser is an automated SQL
Injection, XPath Injection and XSS tool. In our paper Web Cruiser is
used only for testing high level threats

According to the level of threat, the application tools detected weaknesses
into three categories: High, Medium and Low level threat.

The ERP solution was evaluated in its current state, as offered on the SaaS
platform of Artisoft. No additional protection measures existed aside from the
initial security measures implemented when the solution was built.

3.4 Results and discussion
In Phase | the following top 3 results were obtained (shown in Table 2).

Table2. Top 3 detected weaknesses and threats by the security tools used to
scan ArtAllS ERP system in its current state

Application Weaknesses

NetSparker High: password is transmitted in its
original form via HTTP
Medium: autocomplete is enabled

for sensitive data
Medium: cookie not marked as
HttpOnly

Acunetix Medium: server admin page publicly
available
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Medium: cookie not marked as
HttpOnly
Medium: unprotected username and

password transmission
WebCruiser High: six POST SQL INJECTION
attacks and one XPath INJECTION.

The security measures from Table 1 were applied to the ERP solution ArtAllS.
Phase Il consisted of reassessment of the ERP solution again after applying
the security measures from Table 1. The summarized results are shown in
Fig. 3.1

Phase | Phase Il
6 5
4 - 3
5 - H High 2 E High
1 - |
0 - B Medium 0 _:l_:l_,_‘ B Medium
L Wk X 5 &+ >3
éc,Q N & e’,’f’Q © O
X & ™ ¥

Fig. 3.1 Results from phase | and phase Il analyses
5 Conclusions and future work

Results of our analysis show that, when even a small set of standard security
measures are applied to a sample ERP software solution, one can greatly
contribute to the security of the system. The results demonstrate that after the
implementation of the set of security measures (shown in Table 1) the security
scanner applications did not detect any high level threats and decreased the
number of medium level threats. This substantially improved the overall
security of the ERP system.

However, we must note that there is no recipe to complete security when it
comes to ERP systems. The weakest element is still the people component
where no security measures can guarantee the confidentiality level of the
people of the company, regardless of the awareness and procedures that are
put in place. As mentioned previously, security is an ongoing process where
the security measures have to be tuned every time the system is updated.
What matters even more, of course, is the price/performance ratio, meaning
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that security measures will always try to first comply with a higher
performance ratio and then to advantage the security of the system.

In the future, this small set of security measures could be extended and
reevaluated with different security scanner applications to confirm the
effectiveness of the same in the ERP system architecture. There always
should be balance between the price/performance ratio and the security level
applied to the ERP system, since usability is directly connected to the
performance of the system. In this way one would define a baseline set of
security measures which will successfully increase the security of the ERP
system while maintaining at the same time a satisfying level of performance.
Nevertheless, critical and sensitive modules should always get a security
base line measures applied regardless of the effect they have on the system
performance, as data security and protection is the foundation of today’s ERP
web-based systems.
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Abstract: A method for digital image restoration, based on the Moore-
Penrose inverse matrix, has many practical applications. We apply the
method to remove blur in an image caused by uniform linear motion. This
method assumes that linear motion corresponds to an integral number of
pixels. Compared to other classical methods, this method attains higher
values of the Improvement in Signal to Noise Ratio (ISNR) parameter and of
the Peak Signal-to-Noise Ratio (PSNR), but a lower value of the Mean Square
Error (MSE). We give an implementation in the MATLAB programming
package.

Keywords: deblurring, image restoration, matrix equation, Moore-Penrose
inverse matrix.
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14 Introduction

Recording and presenting helpful information is the purpose of producing
images. Yet, the recorded image is a degraded form of the initial scene as a
result of flaws in the imaging and capturing process. Images are rather
unclear in numerous applications such as satellite imaging, medical imaging,
astronomical imaging or poor-quality family portraits. It is vital to many of the
subsequent image processing tasks to neutralize these flaws. One should
consider an extensive variety of different degradations for example blur,
noise, geometrical degradations, illumination and color imperfections [1-3].
Blurring is a form of bandwidth reduction of an ideal image owing to the
imperfect image formation process. It can be caused by relative motion
between the camera and the original scene, or by an optical system that is
out of focus. When aerial photographs are produced for remote sensing
purposes, blurs are introduced by atmospheric turbulence, aberrations in the
optical system, and relative motion between the camera and the ground. The
field of image restoration is concerned with the reconstruction or estimation
of the uncorrupted image from a blurred one. Essentially, it tries to perform
an operation on the image that is the inverse of the imperfections in the image
formation system. In the use of image restoration methods, the characteristics
of the degrading system are assumed to be known a priori [4].

The method, based on Moore-Penrose inverse matrix, is applied for
the removal of blur in an image caused by uniform linear motion. This method
assumes that linear motion corresponds to an integral number of pixels. For
comparison, we used two commonly used filters from the collection of least-
squares filters, namely Wiener filter and the constrained least-squares filter
[2]. Also we used in comparison the iterative nonlinear restoration based on
the Lucy-Richardson algorithm [3].

This paper is organized as follows. In the second section we present
process of image formation and problem formulation. In Section 3 we describe
a method for the restoration of the blurred image. We observe certain
enhancement in the parameters: ISNR, PSNR and MSE, compared with other
standard methods for image restoration, which is confirmed by the numerical
examples reported in the last section.

15 Modeling of the process of the image formation

We assume that the blurring function acts as a convolution kernel or point-
spread function h(n,,n,) and the image restoration methods that are
described here fall under the class of linear spatially invariant restoration
filters. It is also assumed that the statistical properties (mean and correlation
function) of the image do not change spatially. Under these conditions the
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restoration process can be carried out by means of a linear filter of which the
point-spread function (PSF) is spatially invariant. These modeling
assumptions can be mathematically formulated as follows. If we denote by
f(n,,n, ) the desired ideal spatially discrete image that does not contain any

blur or noise, then the recorded image g(n,,n,) is modeled as [2]:

g(ny,ny)=h(ny,ny)*f(ny,ny)
N-1 M—1 (1)

_ZZh Kok, )f(ny —kqy,ny —ky).

ky=0k,=0
The objective of the image restoration is to make an estimate f(n,,n,)

of the ideal image, under the assumption that only the degraded image
g(n,,n,) and the blurring function h(n,,n,) are given. The problem can be
summarized as follows: let H be a mxn real matrix. Equations of the form:
g=Hf,geR";feR";HeR™" 2)
describe an underdetermined system of m simultaneous equations (one for
each element of vector g) and n=m+/—-1 unknowns (one for each element
of vector f). Here the index [ indicates horizontal linear motion blur in pixels.
The problem of restoring an image that has been blurred by uniform linear
motion, usually results of camera panning or fast object motion can be
expressed as, consists of solving the underdetermined system (2). A blurred
image can be expressed as:

_g1_ _h1 A h/ O 0 O 0__f1_
g, |=|0 0 h - h O O]f, (3)
g,] |0 0 O - h - h|f,

The elements of matrix H are defined as: h, =1// for i=1, 2,..., I. The

objective is to estimate an original row per row f (contained in the vectorf'),
given each row of a blurred g (contained in the vectorg’ ) and a priori

knowledge of the degradation phenomenon H. We define the matrix F as the
deterministic original image, its picture elements are F,-j for i=1,..., r and for

J=1,..., n, the matrix G as the simulated blurred can be calculated as follows:

z Ij+k’ = ',r,j=1,~-,m (4)

with n= m+l—1, where [ is the linear motion blur in pixels. Equation (4) can
be written in matrix form of the process of horizontal blurring as:
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G=(HFT) =FH" (5)

Since there is an infinite number of exact solutions for f or F in the
sense that satisfy the equation g = Hf or G = FH' , an additional criterion that
find a sharp restored matrix is required. The process of blurring with vertical
motion is with the form:
g=Hf,geR";feR";HeR™ (6)
where r =m+/ -1, and |l is linear vertical motion blur in pixels. The matrix H

is Toeplitz matrix as the matrix given in (3), but with other dimensions. The
matrix form of the process of vertical blurring of the images is:

G=HF,G e R™";H c R™";F e R™" 7)

16 Method for the image deblurring

The notion of Moore-Penrose inverse (generalized inverse) matrix of square
or rectangular pattern is introduced by H. Moore in 1920 and again from R.
Penrose in 1955, who was not aware of the work of Moore. Let T is real matrix
with dimension mxn and R(T) is the range of T. The relation of the form:

Tx=b,TeR™" ,beR", (8)
are obtained in the analysis and modeling of many practical problems. It is

known that when T is a singular matrix, its unique Moore-Penrose inverse
matrix is defined. In case when T is real matrix with dimension mxn, Moore

and Penrose proved that Moore-Penrose inverse matrix T is a unique matrix
that satisfies the following four relations: 7T7'T=T , TTT =TT |
(TT) =TT" and (T'T)" =T'T.

We will use the following proposition from [5]:
Let TeR™",beR",bgR(T) and we have a relationship Tx=b, then we

have T'b=u, where u is the minimal norm solution and T is the Moore-
Penrose inverse matrix of T.

Since relation (2) has infinitely many exact solutions for f, we need an
additional criterion for finding the necessary vector for restoration. The
criterion that we use for the restoration of blurred image is the minimum
distance between the measured data:

min(|f - g}, ©)

where f are the first m elements of the unknown image f, which is necessary
to restore, with the following constraint:

IHf - g||=0. (10)
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Following the above proposal, only one solution of the relation g = Hf
minimizes the norm ||Hf — g| . If this solution is marked by f , then foritis true:

f=H'g (11)
Taking into account the relations of horizontal blurring (2) and (5), and
relation (11) solution for the restored image is:

F=GH") =GH")" (12)

In the case of process of vertical blurring solution for the restored
image, taking into account equations (6), (7) and (11), is:
F=H'G (13)

17 Numerical results

In this section we have tested the method based on Moore-Penrose inverse
(generalized inverse) matrix (GIM method) of images and present numerical
results and compare with two standard methods for image restoration called
least-squares filters: Wiener filter and constrained least-squares filter and the
iterative method called Lucy-Richardson algorithm. The experiments have
been performed using Matlab programming language on an Intel(R)
Core(TM) i5 CPU M430 @ 2.27 GHz 64/32-bit system with 4 GB of RAM
memory running on the Windows 7 Ultimate Operating System.

In image restoration the improvement in quality of the restored image
over the recorded blurred one is measured by the signal-to-noise ratio (SNR)
improvement is defined as follows in decibels [6]:

ISNR = SNR: — SNR,

Variance of g(n,,n,) — f(n,,n,) (14)
=10log;, ~
Variance of f(n,,n,)—f(n,,n,)

The simplest and most widely used full-reference quality metric is the
mean squared error (MSE) [7], computed by averaging the squared intensity
differences of restored and reference image pixels, along with the related
quantity of peak signal-to-noise ratio (PSNR). The advantages of MSE and
PSNR are that they are very fast and easy to implement. However, they
simply and objectively quantify the error signal. With PSNR greater values
indicate greater image similarity, while with MSE greater values indicate lower
image similarity. Below MSE, PSNR are defined:

1 < & .2
MSE =3 ;\f, f.

(19)
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MAX
PSNR = 20log,,| — |(dB 16

where MAX is the maximum pixel value.

7.1 Horizontal motion

Figure 1, Original Image, shows such a deterministic original standard
Matlab image Cameraman. Figure 1, Degraded Image, presents the
degraded Cameraman image for /=30. Finally, from Figure, GIM Restored
Image, Wiener Restored Image, Constrained LS Restored Image and Lucy-
Richardson Restored Image, it is clearly seen that the details of the original
image have been recovered. These figures demonstrate four different
methods of restoration, method based on Moore-Penrose inverse, Wiener
filter, Constrained least-squares (LS) filter, and Lucy-Richardson algorithm,
respectively.

a) Original image b) Degraded image

d) Wiener Restored e) Constrained LS f) Lucy-Richardson
Image Restored Image Restored Image

Figure 1 Restoration in simulated degraded Cameraman image
for length of the horizontal blurring process, =30

The difference in quality of restored images can hardly be seen by
human eye. For this reason, the ISNR, PSNR and MSE have been chosen
in order to compare the restored images. Fig. 2 — 4 shows the corresponding
ISNR, PSNR and MSE values. The figures illustrate that the quality of the
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restoration is as satisfactory as the classical methods or better from them

(I<100 pixels).
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7.2 Vertical motion

The results present in Fig. 5 — 8 refer when we have vertical blurring process.

b) Degraded image c) GIM Restored Image

d) Wiener Restored e) Constrained LS f) Lucy-Richardson
Image Restored Image Restored Image

Figure 5 Restoration in simulated degraded Cameraman image
for length of the vertical blurring process, /=30
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Figure 8 Mean squared error vs. length of the blurring process in pixels

18 Conclusion

We introduce a computational method, based on the Moore-Penrose inverse
matrix, to restore an image that has been blurred by uniform linear motion.
We are motivated by the problem of restoring blurry images via the well-
developed mathematical methods and techniques based on Moore-Penrose
inverse matrix in order to obtain an approximation of the original image. We
present the results by comparing our method and that of the Wiener filter,
Constrained least-squares filter and Lucy-Richardson algorithm, well-
established methods used for fast recovery and restoration of high resolution
images.

In the method we studied, the resolution of the restored image remains
at a very high level, yet the ISNR is considerably higher while the
computational efficiency is improved in comparison to other methods and
techniques.
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Abstract: The possibilities for expansion and growth of businesses are
increasing with the development of information technology. Adding the
information technology in business sector functioning is bringing new
concepts which are affecting the future of business and information
technology as two inseparable sciences. Managing business performance is
a critical requirement for maximizing business profitability. Business
performance management is actually a set of integrated analytical processes
which using technology is directed towards financial and operational activities
in a company. Managing business performance influence the process of
reducing costs, increasing revenues and strengthening the competitive
advantages of companies, which can be implemented using the technologies
of business intelligence. The paper is covering the key performance indicators
and balanced scorecards, which provide a framework for organizing strategic
objectives in four different fields, namely internal business processes,
financial, customer and development. As performance measurement periods
are becoming shorter, management simply must have the capability for rapid
reaction. To do this requires monitoring and tracking capabilities that can
generate complete and accurate information upon which they can directly
react. This information provides the required business intelligence for
proactively managing business performance.

Keywords: key performance indicators, balanced scorecard, non-financial
data, business performance
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1. Introduction

The companies functioning in the global economy are in a complex posi-
tion because the business performance measurement time frames are be-
coming shorter. The profitability, growth and success are analyzed quarterly
instead annually. To keep pace with the changes, companies need to react
quickly to incorporate varying demands and needs from the market. Elastic-
ity and business cleverness are among the most important means to remain
competitive. What is needed is a complete and comprehensive approach that
facilitates companies to line up strategic and operational objectives in order to
fully manage realization of their business performance measurements.

Successful businesses need information to give them a single view of
their enterprise. With this type of information, they can make more effective
decisions, manage business operations and minimize process interruptions,
align strategic goals and priorities both vertically and horizontally throughout
the business and establish a business environment that promotes continuous
innovation and improvement [1, 2].

All these needs for constant redefinition of business goals and strate-
gies requires an IT system that can take up these changes and help business
users optimize business processes to assure business objectives. Business
performance management has the main role here by providing key perfor-
mance indicators, which can be used to evaluate business performance. In
fact, key performance indicator is a performance metric for a specific busi-
ness activity that has an associated business goal. The goal is used to deter-
mine whether or not the business activity is performing within accepted limits.
The observation and analysis of key performance indicators provide business
users with the approach necessary for business performance optimization.
Business performance management also becomes a great guide for IT de-
partments who are being asked to make logical observation from simple num-
bers in a way that it helps them focus their resources in areas that will provide
support to enable management to meet their business goals. They can now
concentrate their tasks and focus on those tasks that help to meet business
measurements and achieve business goals. These tasks include planning,
budgeting, forecasting, modelling, monitoring, analysis, and so forth [3, 4, 5].

To enable the implementation of business performance management
organizations may need to improve their business integration and business
intelligence systems to provide proactive and personalized analytics and re-
ports. Business integration and business intelligence applications and tools
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work together to provide the information required to expand and observe key
performance indicators. If some activity is outside the limits given from the
key performance indicator, a kind of signal can be generated to notify busi-
ness users that corrective actions are needed. Business intelligence tools
are used here to display these types of indicators and guide users in taking
appropriate actions.

2. The connection between BPM and Bl

Business performance management has important impact on the cost
reduction, income increase and strengthening the competitive advantages
of the company. This process enables to develop, observe and compare ba-
sic indicators for company operation through monitoring and management of
core business processes and objectives that needs to be achieved by taking
the appropriate actions that will give the expected results. BPM is a complex
business approach for managing the combination of strategic and operational
objectives with current business activities. This can be implemented with the
usage of the business intelligence technologies. Business performance man-
agement is generating a high level of interest and activity in the business and
IT community because it provides management with their best opportunity to
meet their business measurements and achieve their business goals.

The creation and management of business performance is not a sim-
ple one-time process. The emergences of new technologies and changes
in the company’s goals that go along with contemporary economic trends
have a huge impact on the management of companies. Products or services
offered by the company itself suffer changes. As the changes in business
environment are continuously occurring, companies need to modify business
processes that affect their performance and success. To be one step be-
fore the competitors, companies must quickly detect strengths and weak-
nesses in their operations, which will enable them effective decision making.
Business performance management allows flexibility for the companies that
will adapt them to the rapid and ongoing changes. So, the needs of busi-
nesses are creating the usage of business performance management. But,
the implementation of business performance is much more than installation
and implementation of new technology. The company needs to examine the
business environment and to identify necessary changes to existing business
processes in order to be able to use solutions which business performance
management can offer [6,7].

° BPM-abbreviation for Business Performance Management
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Business performance management is actually a set of integrated ana-
Iytical processes which using technology is focused to the financial and op-
erational activities in a company. Basically, the process of business perfor-
mance management include financial and operational planning, monitoring
and reporting, as well as models and analysis of key performance indicators.
These indicators relate to certain business activities that have common tar-
get. Monitoring and analysis of key performance indicators, enables manag-
ers and creators of the future of a company insight into the needs for opti-
mal business performance. Applications and business intelligence tools are
needed to provide information used to develop and monitor key performance
indicators. For example, when a particular activity or process is outside the
limits of the key performance indicators, alarming managers provoke correc-
tive actions that need to be taken by them. Business intelligence is used to
obtain key performance indicators and to guide managers to take appropriate
steps to solve business problems that arise in the company.

Business intelligence is used by companies for long-term strategic plan-
ning, short-term tactical analysis and manage everyday operations and ac-
tivities. Business performance management uses business intelligence to
access, select, combine, and analyze information and their usage in making
decisions that will affect the next steps taken by the management of the com-
pany.

Business intelligence has a great impact on business planning. This
particularly applies to strategic issues such as increasing revenue, reducing
costs and a decision about introducing new products or services. If the main
goal of companies is to increase sales, then the use of business intelligence
should give guidance with information about which products are mostly sold,
which locations and price, what are competitors and the possible impact of
marketing on total sales. Business performance management and business
intelligence are complementary in supporting the strategic planning by pro-
viding systems that compare current situation in the company with business
objectives and helps managers to identify ways of improving long-term busi-
ness performance [8, 11].

Except the planning of long term activities for achieving the objectives
of the company, the use of business intelligence can have a profound impact
on daily operations and activities of the company regarding the development
and execution of these short-term activities in an efficient manner. If one of
the main objectives of the company is achieving bigger sales and profitability,
then the way it can be realized, is reviewing the production and delivery of
products in a shorter time with the lowest cost. Here tactical and operational
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part of the business intelligence is used to help decision making and taking
the appropriate steps by the managers. The business intelligence can be
used on well-known traditional way, where production and achievements of
the planned production quantities and possible spending cuts in this process
will be monitored. However, business intelligence can be used to monitor
and control the working process to improve and manage the overall opera-
tion of the company. Some of the possible impact can be made by identifying
opportunities to improve quality or reduce the variable costs associated with
production. All these possibilities of business intelligence usage related to
the establishment of strategies in a company, as well as taking the tactical
and operational activities in accordance with business performance manage-
ment, help the company to establish business plans and perform daily activi-
ties.

Managing the business performances include various types of informa-
tion and data arising from the work of the company, such as information from
regular business activities, analysis of past activities, business plans, fore-
casts, data from the external environment of the company and other. These
data types are used and processed using business intelligence to create a
basis that will enable business performance management. Analyzing from a
financial aspect, key performance indicators and balanced scorecards are
used as main financial techniques in business performance management.
The various techniques of business intelligence are used in their develop-
ment, such as: data mining, data warehousing, as well as on-line analytical
processing [12, 13].

To overcome the problems of managing business performance using
only the numbers and analysis, and to use business performance manage-
ment to obtain specific numerical indicators as final results, non-financial data
processing should be introduced. As examples we can mention customer
satisfaction, research and development in the company, the external image
and ratings of the company, the impact of the environment, employee satis-
faction and other. All these data can be obtained by using social networks,
blogs and web pages, and different types of media (newspapers, magazines,
TV shows and others).

103



104

lonumen 36opank 2012 ®akynrer 3a nHPpoOpMaTuka, YHUBep3uTeT ,,l one Jemaes™ — IItun
Yearbook 2012 Faculty of Computer Science, Goce Delcev University — Stip

3. Balanced scorecards and KPI

In the process of setting the basics of business performance manage-
ment, it is necessary to precisely define the key performance indicators.
Each of these key performance indicators needs to express one of the ma-
jor goals of the company and its future plans, so the management of these
key business indicators will result in improved business performance. These
indicators actually direct and guide the decisions of the company indicating
whether the work the company is operating in accordance with predefined
operating plans and strategies. Different types of companies have a number
of key business indicators, from simpler to more complex. Business perfor-
mance management needs to extract the most important indicators that are
needed to process and thus to determine the next steps and ways to meet
the objectives of the company. Among the long list of possible key perfor-
mance indicators can be mentioned: the number of companies that are buy-
ers of products, the average number of customers within a specified period,
the value of products by customer, not fulfilled orders, temporary delay in
delivery, accurate delivery, turnover, average costs of transportation to cus-
tomers, sales trends, unplanned expenses, demographic separation of pur-
chase, payment of outstanding debts and other. In the process of selection
of key performance indicators managers can use as simple indicators as
production in one shift, to more complex indicators that give results related to
profitability by product, location or season. The choice depends on whether
it is managed with daily operations or long-term business performance [14].

The need for business performance management is expressed in all
levels and in relation to overall functioning in a company. Managers can rec-
ognize the need for strategic management of business performance that is
the need to detect the linkage of strategy and business processes and ac-
tivities undertaken to fulfil that strategy, and to analyze whether and how
these processes successfully implement this strategy. Executive managers
need performance management which will be consistent with the business
processes they manage and should be linked to overall business strategy
of the company, which provides the main reason for the use of balanced
scorecards . Including business intelligence here, balanced scorecards actu-
ally are analytical applications that accumulate, model and display multidi-
mensional performance information. These include financial, non-financial
performance targets, daily indicators, analysis of trends in the company and
other. Traditional business intelligence tools are used for complete critical
processing of collected data, analysis and presentation in order to set objec-
tives in managing business performance.
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Balanced scorecards provide a framework for organizing strategic ob-
jectives in four different fields: financial, customer, internal business process-
es and development. The financial section deals with development strategy,
profitability, and risk viewed from the perspective of shareholders and other
stakeholders directly and indirectly related to the company. In terms of cus-
tomers, the strategy is to create values and differences of the company in
comparison to the other companies that will be visible by customers. Strategy
in terms of internal business processes is giving strategic priorities for various
business processes that affect the objectives of the company. Development,
as one of the four parts from balanced scorecards, is providing a climate that
will support organizational change, innovation and growth of the company.
These four fields provide the basis for constructing the plan that will include
and implement these strategies. Here are several critical elements that will
have a direct connection to organizational strategy, such as the growth of
productivity, profitability growth by increasing the part of the market where
the company is represented, improve operational processes and achieving
the goals, innovation in products and services, as well as the need for invest-
ment to generate sustainable development. Creating the logical architecture
of the strategic framework with the help of these elements, managers have
clear picture of the company’s goals and how those goals will be achieved
[15, 16].

Non-financial indicators enable managers’ better insight to the overall
functioning of the company, because many non-financial indicators can often
reflect intangible values in the company, which accounting rules refuse to
accept for processing. In addition, non-financial indicators provide informa-
tion about specific activities that should be taken to achieve certain strategic
objectives. Contemporary modes of operation require from the companies
to identify areas where non-financial indicators can have a major impact on
the implementation of the given strategy. In addition, proper selection of non-
financial indicators and their proper connection with the financial indicators
provide sufficient basis for deep analysis that managers should make for
better functioning of the company. But, it is important to determine which
non-financial factors have the greatest effect on long-term economic perfor-
mance. Choosing an appropriate model according to which the managers
will determine the non-financial indicators and establishing database, which
transformation into information will give the values of the indicators, are the
most important parts in setting the foundations for getting the non-financial
indicators important for the companies [17].
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4. Conclusions

The management in the company need to focus on ways of implement-
ing business performance management in software tools, where using the
balanced scorecards will overcome difficulties with the management of data
in the company collected from different sources. These data should be inte-
grated into data warehouse, where it will be saved for further processing and
presented with usage of different graphical tools. Through the implementa-
tion of business performance management, multidimensional business data
and specifically named information parts (perspectives, objectives, initiatives)
that are used by balanced scorecards will be linked. Also, the connection be-
tween different parts will be established. Implementation applies in relation to
the preparation of special reports that will provide a graphic display of impor-
tant indicators. Well performed implementation will be of great importance for
managing the companies and improve their business performance.
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LINQ TO OBJECTS SUPPORTED JOINING DATA
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Abstract: Joins have been studied as a key operations in multiple application
domains. This paper focuses on the study of joins as a first-class LINQ
operators and their implementation as integrated component of the query
processing. The join methods provided in the LINQ perform inner join, left
outer join, and cross join. Our goal is to provide join operations, similar to SQL
statements in the databases. We describe an efficient implementation of the
following join operators: inner join, left outer join, right inner join, full outer join,
left excluding join, right excluding join, full outer excluding join, and cross join.
A simple example is used to present the potentialities of LINQ technology to
solve the problem with the object-relational mapping.

Keywords: LINQ query, inner join, outer join, cross join, C# programming
language
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19 Introduction

Concept of joining is a key concept of accessing data. From SQL and
relational point of view, almost every query requires joining data. SQL
languages have powerful join capabilities. They support different types of
joins, including inner joins, outer joins, and cross joins [1].

Language Integrated Query (LINQ) is the technology that addresses
the problems between programming languages and databases. LINQ
provides a uniform, object-oriented way to access data from heterogeneous
sources and simplifies the interaction between object-oriented programming
and relational data.

In this paper, we implement the set of join operators in LINQ that use
syntax similar to SQL [3,4]. The main contributions include the study of joins
as a first-class LINQ operators and their implementation as integrated
component of the LINQ query processing.

The rest of the paper is organized as follows. Section 2 discusses the
background. Section 3 presents the different types of SQL-like joins and
syntax using examples in C#. Section 4 presents the conclusions and
directions for future research.

20 Background
LINQ is a programming model that introduces queries as a first-class concept
into any Microsoft .NET Framework Language [5]. LINQ provides a uniform
way to access and manage data in the program, keeping existing
heterogeneous data structures, regardless of their physical representation —
the data source might be a graph of objects in-memory, relational table or
XML file [2]. The software developers use the same query syntax over all
different data access models.

The LINQ architecture is shown in Figure 1. The different data sources
are as follows: LINQ to Objects, LINQ to Datasets, LINQ to SQL, LINQ to
Entities, and LINQ to XML.
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LINQ Architecture

C# Visual Basic Other Languages

.NET Language Integrated Query (LINQ)

LINQ-Enabled Data Sources

LINQ-Enabled ADO.NET

LINQ LINQ LINQ LINQ LINQ
to Objects to Datasets to SQL to Entities to XML
Objects Relational Databases XML

Figure 1 LINQ architecture

LINQ query is a set of operations on instances of some classes. The
declarative description of operations on data using syntax very similar to SQL
is the most important feature of LINQ because it enhances programmers’
productivity.

21 Join operators

Joining data sets is the process of linking two data sources through a common
attribute. Joining is an important operation in queries. It models a correlation
between objects that is not implemented in the object-oriented programming.

7.3 Class model

In the example we will use a data structure that represents information about
courses, with enrolls and students. Each course includes many enrolls. The
class Course has information about ID number, Title and a reference to a set
of enrolls. Class Enroll has information about Enrollld, Grade and faculty
number FN of a student. Class Student has a faculty number FN and Name.
The definitions of these types are represented in the Appendix. The data
consists of a set of courses, each of which has enrolled students. The
initialized instances are shown in the Appendix.

We assume we have two sets — students is on the left and
coursesEnrolls is on the right. We can join these sets by their common FN
attributes.
var coursesEnrolls = from course in courses

from e in course.enroll
select e;
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7.4 Inner join

The inner join is the most common join operator. It creates a result set of
elements of the two sets (students and coursesEnrolls) that match in both
sets. The inner join is implemented in the LINQ base library using the Join
method.

SQL statement:
SELECT * FROM STUDENTS
INNER JOIN COURSESENROLLS
ON STUDENTS.FN=COURSESENROLLS.FN
Query expression syntax: Lambda expression syntax:
var innerJoin =from x in students var innerJoin = students
join y in coursesEnrolls .Join(coursesEnrolls,
on x.FN equals y.FN x =>x.FN, y =>y.FN, (X, y) => new {
selectnew { X=x,Y=y}; Xy}
.Select(item => new {item.x, item.y });

Result: FN \Name Enrollld Grade FN
222100 | Petia Petrova 2 5 222100

222101 | Julian Emilov 4 6 222101
222103 | Nelilvanova 6 6 222103
222104 | Ivan Georgiev 9 6 222104

FN values from students match with the FN from coursesEnrolls.
The inner join only returns elements where the two sets intersect.

7.5 Left outer join

The left outer join creates a result set that includes all elements from the left
set (students) with the matching elements from the right set
(coursesEnrolls). The left outer join is implemented using the GroupJoin
method on the left set and then using from operator to get the matching
elements from the right set, if any exist. If there is not match the right side will
contain null using the DefaultlifEmpty extension method.

SQL statement:

SELECT * FROM STUDENTS

LEFT OUTER JOIN COURSESENROLLS

ON STUDENTS.FN=COURSESENROLLS.FN
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Query expression syntax: Lambda expression syntax:
var leftOuterJoin = var leftOuterdoin =
from x in students students
join y in coursesEnrolls .GroupJoin(coursesEnrolls,
on X.FN equals y.FN into yG x =>Xx.FN, y =>y.FN, (X, g) => new {
from y1 in yG.DefaultifEmpty() x,g})
select new { X = x, .SelectMany(y
Y =yl == null ? y.g.DefaultifEmpty(),
null : y1}; (item, y) => new { X=item.x, Y=y });

Result: FN Name Enrollld FN
222100 Petia Petrova 222100
222101 Julian Emilov 222101

222102 Anely Borisova -1

2
4
0
222103 Neli lvanova 6 222103
222104 Ivan Georgiev 9 222104
0
0
0

222105 Mila Ivanova -1
222107 Kristi Kirilova -1
222112 Anton lvanov -1

The result set contains all students but four students have no enrolls
associated with them — the return objects by the Enroll class are null and the
NullReferenceException is controlled.

7.6 Right outer join

The right outer join creates a result set that includes all elements from the
right set (coursesEnrolls) with the matching elements from the left set
(students). It closely likes to a left outer join with reversed sets.

SQL statement:

SELECT * FROM STUDENTS

RIGHT OUTER JOIN COURSESENROLLS
ON STUDENTS.FN=COURSESENROLLS.FN

Query expression syntax: Lambda expression syntax:
var rightOuterJoin = var rightOuterJoin =
from y in coursesEnrolls coursesEnrolls

join x in students .GroupJoin(students,
on y.FN equals x.FN into xG
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from x1 in xG.DefaultifEmpty() x =>x.FN, y =>y.FN, (X, g) => new {
select new { X = x1==null ? null x, g})
1 x1, .SelectMany(y =>
y.g.DefaultifEmpty(),
(y, item) =>new { X =item, Y =y.x});

Result: Name Enrollld Grade FN
222100 Petia Petrova 5 222100

-1 null 222201

2
3
222101 Julian Emilov 4 222101
222103 Neli Ivanova 6 222103
7
9
1
1

222200
222104

222110
222111

-1 null
222104 Ivan Georgiev

-1 null
-1 null

The result set contains all enrolls where four enrolls have no students
associated with them — the return objects by the Studentl class are null and
the NullReferenceException is controlled.

7.7 Full outer join

The full outer join creates a result set that includes all elements from the left
set (students) and the right set (coursesEnrolls) with the matching elements
from the both sets where available. If there is not match the missing left/right
side will contain null.

SQL statement:

SELECT * FROM STUDENTS

FULL OUTER JOIN COURSESENROLLS

ON STUDENTS.FN=COURSESENROLLS.FN
Lambda expression syntax:

var fullOuterJoin = leftJoin.Union(rightJoin);

Result: FN Name Enrollld Grade FN
222100 Petia Petrova 2 5 222100
222101 Julian Emilov 222101

4 6
222102 Anely Borisova 0 0 -1
6 6

222103 Neli Ivanova 222103
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222104 Ivan Georgiev
222105 Mila Ivanova
222107 Kiristi Kirilova
222112 Anton Ilvanov

222104

222201
222200
222110
222111

null
null
null
null

A OO OO O O

7.8 Left excluding join

The left excluding join creates a result set that includes only elements from
the left set (students) that are not in the right set (coursesEnrolls). It
performs the left outer join and then excludes the common elements from the
right set.

SQL statement:
SELECT * FROM STUDENTS
LEFT OUTER JOIN COURSESENROLLS
ON STUDENTS.FN=COURSESENROLLS.FN
WHERE COURSESENROLLS.FN IS NULL
Query expression syntax: Lambda expression syntax:
var leftExcludingJoin = from x in var leftExcludingJoinl = students
students .GroupJoin(coursesEnrolls,
join y in coursesEnrolls x =>x.FN, y => y.FN, (x, g) => new {
on x.FN equals y.FN into yG X, g}
from y1 in yG.DefaultifEmpty/()
where y1 == null .SelectMany(y=>y.g.DefaultifEmpty(),
select new { X = x, (item, y)=>new { X =item.x, Y =y })

Y=yl ==null ? n.. .Where(y=>y.Y==null);

y1 )

FN Name Enrollld Grade

222102 | Anely Borisova 0
222106 | Mila lvanova 0]
222107 | Kristi Kirilova 0]
222112 | Anton lvanov 0]
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7.9 Right excluding join

The right excluding join creates a result set that includes only elements from
the right set (coursesEnrolls) that are not in left set (students). It closely
likes to a left excluding join with reversed sets.

SQL statement:
SELECT * FROM STUDENTS
RIGHT OUTER JOIN COURSESENROLLS
ON STUDENTS.FN=COURSESENROLLS.FN
WHERE STUDENTS.FN IS NULL
Query expression syntax: Lambda expression syntax:
var rightExcludingJoin = var rightExludingJoin =
from y in coursesEnrolls coursesEnrolls
join x in students .GroupJoin(students,
on y.FN equals x.FN into xG x => x.FN, y => y.FN, (x, g)
from x1 in xG.DefaultifEmpty() new {x, g}
where x1==null SelectMany(y
select new { X = x1 == null ? null : y.g.DefaultifEmpty(),

x1, (y, item)=>new { X =item, Y = y.x
Y=y} )
Where(x=>x.X==null);
Result: FN Name Enrollild Grade FN

-1 null K 6 222201

-1 null 7 5 222200
-1 null 10 5 222110
-1 null 11 4 222111

7.10 Full outer excluding join

The full outer excluding join creates a result set that includes unique elements
from the left set (students) and the right set (coursesEnrolls) that do not
match. It performs the full outer join and then excludes the common elements
from the both sets.

SQL statement:

SELECT * FROM STUDENTS

FULL OUTER JOIN COURSESENROLLS

ON STUDENTS.FN=COURSESENROLLS.FN

WHERE STUDENTS.FN IS NULL OR COURSESENROLLS.FN IS NULL
Lambda expression syntax:

var fullOuterExcludingJoin = leftExcludingJoin.Union(rightExcludingJoin);
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FN Name Enrollld Grade

222102 | Anely Borisova 0
222105 | Mila Ivanova
222107 | Kiristi Kirilova

-1
-1

222201
222200
222110
222111

-1 null
-1 null
null
null

0]
0]
0]
222112 | Anton lvanov 0] -1
K]
7
1
1

711 Cross join
The cross join or Cartesian product creates a result set that includes all
possible ordered pairs whose first component is a member of the left set
(students) and whose second component is a member of the right set
(coursesEnrolls).

SQL statement:
SELECT * FROM STUDENTS
CROSS JOIN COURSESENROLLS

Query expression syntax: Lambda expression syntax:
var crossJoin = var crossJoinl =
from x in students students

from y in coursesEnrolls .SelectMany(x=>coursesEnrolls,
selectnew { X =x,Y =y}; (x,y)=>new { X=x, Y=y});

The result set contains 64 elements — all of the {student,enroll) pairs,
even the combinations are not valid.

8 Conclusion and Future Work
We have proposed implementation of join operations using LINQ. These
operations implement the behavior of the SQL join operations. We make
attempt to solve the gap between the programming languages and the
databases. These operations can be used for the purposes of analysis and
visualization.

Plans for future work include the study and integration of join
strategies as first-class LINQ operators in approaches that support SOA-
based scientific data management.
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Appendix
class Course List<Course> courses = new List<Course>() {
{ new Course { ID = 1, Title = "Distributed
publicint ID { get; set;}  Systems",
public string Title { get; set;  enroll = new Enroll[] {
} new Enroll {Enrollld=2, Grade=5,
public Enroll[] enroll; FN=222100},
public  override  string new Enroll {Enrollld=3, Grade=6,
ToString() FN=222201}}},
{ new Course { ID = 2, Title = "Compute
string r = ID + "\t" + TitleGraphics",
+ "\n"; enroll = new Enroll[] {
foreach (var e in enroll) new Enroll {Enrollld=4, Grade=6,
r += e.ToString(); FN=222101},
return r; new Enroll {Enrollld=6, Grade=6,
} FN=222103},
} new Enroll {Enrollld=7, Grade=5,
FN=222200}}},
class Enroll new Course { ID = 3, Title = "Software]
{ Engineering",
public int? Enrollld { get; enroll = new Enroll[] {
set; } new Enroll {Enrollld=9, Grade=6,
public int? Grade { get; set;FN=222104},

}
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public int? FN { get; set; } new Enroll {Enrollld=10, Grade=5,
public  override  stringFN=222110},
ToString() new Enroll {Enrollld=11, Grade=4,
{ FN=222111}}}
return };
Enrollld+"\t"+Grade+
"t"+FN; List<Student> students = new List<Student>()
{
} new Student {FN=222100, Name="Petia
Petrova"y,
class Student new Student {FN=222101, Name="Julian
{ Emilov"},
public int? FN { get; set; } new Student {FN=222102, Name="Anely,
public string Name { get;Borisova"},
set; } new Student {FN=222103, Name="Neli
public  override  stringlvanova"},
ToString() new Student { FN=222104, Name="lvan
{ Georgiev"},
return FN + "\t" + Name; new Student {FN=222105, Name="Mila
} Ilvanova"},
} new Student {FN=222107, Name="KTristi
Kirilova"},
new Student {FN=222112, Name="Anton
Ilvanov"}

5
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GLOBALIZATION, INFORMATION TECHNOLOGY AND NEW DIGITAL
ECONOMIC LANDSCAPE

Riste Temjanovski'

Abstract: Globalization is not a new phenomena. Globalization is largely
driven by new technology and has resulted in a widening gap and new digital
economic landscape between developed and developing countries. Digital
economy gap can be described as the gap between those who have access
to the Internet and network systems and those without access, or possess
the lack of access to Internet network, hardware and informatics knowledge.
Today, we can identify a number of national factors that go beyond wealth in
explaining differences among countries in the level of ecommerce
transactions. These include investment resources, technology, information
and network infrastructure, competitive knowledge, and rule of law. This
global problem calls for global convergent collective action to involve all the
actors to widen the benefit of Information technology and knowledge to all.

In the 21st century world intelligences must take the action to bridging gap
between developed and developing countries. Bridging the digital gap and
alleviating information “poverty” to provide a more equitable and sustainable
future for all, require new integrated approaches that fully incorporate existing
and new scientific knowledge.

Keywords: Globalization, Information technology, digital gap, economic
landscape, Information knowledge
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Introduction

Information and communication technologies (ICT) are considered as one of
the main initiator of global economic transformation. Although they are the
creators of the new economic design for a more comfortable setting, at the
same time they can lead to new divisions between countries and regions.
Especially it concerns all those who are not able to make priority IT resources
as a model for transforming and taking full advantage of the development
potential offered by ICT. As a result, it may further exacerbate existing
problems, particularly to expand social and economic adverse amplitudes and
slow processes of regional cooperation as a result of the increasing inter and
intraregional development gaps in building modern economies, based
information and knowledge. If ICT are properly directed, then they are
increasingly seen as an effective source for inclusion and cultural
transformation.

Internet is one of the most complex things ever created. It elevates the whole
social organization to a higher level. Internet technology impact on the
creation of digital economy and registers etc. "Third wave" of capitalism that
affects the complete transformation of the business world, creates positive
growth worldwide and lead to extraordinary wealth creation. As technological
innovation is considered as a major dynamic factor in economic growth,
leaders of economic growth and development can be not only large
corporations but also small and medium enterprises if they are able to create,
develop new technological solutions and shape new products or services.
According to modern theories of economic growth, technological innovation,
especially in the developed countries will be an important factor of the
increase of capital, because technological progress increases the quality, and
thus significantly contributes to economic growth and power. IT enables the
creation of new markets, and provides the conduit for the fluid movement of
resources and demand. As a result, firms and individuals worldwide can
participate in innovation, wealth creation and social interaction in ways which
were impossible before. Major area of technological advances in recent
microprocessors, lasers, fiber optics and satellite technology, and in the
forthcoming period would be genetic engineering and microbiology.
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Era of global digital technology, "new economy" and creating a digital
gap between countries

Economic growth and technology are inextricably linked. Tectonic changes in
the world economy, combined with the expansive growth in technology
irreversibly transform the global market. Today, globalization, Internet hyper
competition gives a new dimension to the market and operation. All three
forces, reinforce the pressure to reduce prices. The reasons should be sought
in the growing interest in electronic commerce.

Digital gap is a very complex phenomenon. It has been discussed in the
economics, politics, sociology, information science and philosophy. The term
digital gap is simply defined as the gap that exists between those who have
and those who do not have access to the modern ICT such as the telephones,
computers, internet and related services. [1]

The Digital gap (divide) can be described as the gap between those who have
access to the Internet and those who don’t have access, and include lack of
availability of hardware, communications and knowledge. [10]

The question is how to bridge this gap. Some have suggested that this bridge
is the responsibility of governments, of some international institutions,
academic backgrounds, and some think the individual opinion is important. If
globalization is meant to bring benefits to all peoples and nations, the benefits
of information technology must be shared between developed and developing
countries.

If the emergence of the Internet in the 90s at last did a "simple vibration" in
the working and living environment of the individual, the development of new
generation wireless internet and other technological performance will cause
real "tectonic shifts" in twenty-first century. They will shape the new economic
landscape by creating a deep divide between countries that maximum follow
information and technological waves and countries that are not able to follow
these developments.
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The new challenges of technological transformation

Information and communication technologies (ICT) are considered one of the
main driving forces of global economic transformation. ICT has made major
strides this past decade, improving significantly the process of doing business
and outpacing all industries in its contribution to three key economic
indicators: industrial output, employment and productivity. Historically, most
companies in advanced economies modernized inside the framework of a
domestic strategy, growing first within their own borders and then replicating
their business elsewhere. Today’'s emerging economies, however, are doing
at a time when technology has made it much easier to gain access to global
capital, talent and other resources, allowing them to instantly plan for a global
market.

This digital divide is created by global technological competition that feels
both developed and emerging economies. The virtuos circle is not just
restructuring the world economy; it is leading to a new phase of industrial
transformation. According to a study in which participated the leading
information technology companies (AT & T and Cisco), and investigated the
matter and actuality shows six dramatic changes that will face companies in
the next five years: [2]

» The global digital economy comes of age

Industries undergo a digital transformation

The digital divide reverses

The emerging markets customer takes center stage

Business shifts into hyperdrive

Companies reorganize to embrace the digital economy

Indeed, to compete on the global stage, and reap the benefits of the digital
marketplace, IT experts agree that industries will continue to see sweeping
changes over the next five years, particularly in IT (72%); telecommunications
(66%); entertainment, media and publishing (65%); retail (48%); banking
(47%) and life sciences (38%).That is the nature of technology, for both good
and bad—it destroys old ways of operating that aren’t as powerful anymore.”

YVVVVY

It is estimates that in 2000, only 4% of the world’s population had access to
the Internet. Of these, more than half were in North America while less than
1% was in Africa. The advent of satellite technology and wireless application
protocol offers new opportunities to facilitate Internet access in all over the
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world (city and rural community, schools and libraries etc.). It is estimated that
the number of Internet users worldwide should reach 2.2 billion people in
2013, and that number will grow to almost 2.8 billion (about 38% of the world
population) by 2015. Not surprisingly, the biggest spike will be in Asia - 43%,
of which only 17% from China. So even though the reflections of the global
economic crisis, positive growth has seen the number of Internet users in
developing countries. It is believed that in 2010 the number of Internet users
has increased by 15.6% compared to 2009 and amounted to 1.19 billion,
compared to 885 million in developed countries, the growth for the same
period was 7.79%.

With Internet access, developing counties can join the global market place
and contribute to and participate in the global knowledge communities and
global markets. They can have access to education, health commercial and
other services at rapid speed and affordable costs.

Number of Internet users in millions
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60% -
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W Asia M Europe ® North America 1 South America Middle East and Africa

Figure 1 Number of Internet users in millions

The largest share, almost half of Internet users in the world will be in Asia.
Internet access by country shows us two things: the Scandinavian countries
(per capita registered users) most use Internet technology, followed by the
countries of North America and Australia. But the situation is now rapidly
changing. Australia is linked to the other world with new technology, as well
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as world leaders, North America and Scandinavia. It develops a new
beginning and the end "the tyranny of isolation" for Australians.'?

Although ICTs are those who can transform the new world more pleasant
environment, they can at the same time lead to new divisions between
countries and regions. Especially it concerns all those who are not able to
priorities IT resources as a model for transforming and taking full advantage
of the development potential offered by ICT.

Table 1 Internet access and broadband internet connections in
households (%)

Country 2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011
EU - 27 48 49 55 60 66 70 73
Belaium 50 54 60 64 67 73 77
Bulaaria 17 19 25 30 33 45
Czech 19 29 35 46 54 61 67

Denmark 75 79 78 82 83 86 90
Germany 62 67 71 75 79 82 83

Estonia 39 46 53 58 63 68 71
Ireland 47 50 57 63 67 72 78
Greece 22 23 25 31 38 46 50
Spain 36 39 45 51 54 59 64
France : 41 55 62 69 74 76
ltalv 39 40 43 47 53 59 62
Cvprus 32 37 39 43 53 54 57
Latvia 31 42 51 53 58 60 64

Lithuania 16 35 44 51 60 61 62
Luxemboura | 65 70 75 80 87 90 91
Hunaary 22 32 38 48 55 60 65

Malta 41 53 54 59 64 70 75
Netherlands | 78 80 83 86 90 91 94
Austria 47 52 60 69 70 73 75
Poland 30 36 41 48 59 63 67
Portuqgal 31 35 40 46 48 54 58
Romania 14 22 30 38 42 47

Slovenia 48 54 58 59 64 68 73
Slovakia 23 27 46 58 62 67 71
Finland 54 65 69 72 78 81 84
Sweden 73 77 79 84 86 88 91

12 Can quote the message one student from Australia: "It's great for us here in Australia, especially for our small
and sheltered Tasmania. This will enable us to overcome the tyranny of the first geographical distance." Exports
of high-valued services will grow. Knowledge capital will be traded on international prices. No need to leave the
country if you do not want, because everyone can participate in the creation of knowledge in international prices
internationally.

125



126

lonumen 36opank 2012 ®akynrer 3a nHPpoOpMaTuka, YHUBep3uTeT ,,l one Jemaes™ — IItun
Yearbook 2012 Faculty of Computer Science, Goce Delcev University — Stip

Great Britain | 60 63 67 71 77 80 83

Iceland 84 83 84 88 90 92 93
Norway 64 69 78 84 86 90 92
Switzerland : : : : : :
Croatia : 41 45 50 56
Macedonia 14 : 29 42 46

Serbia : 26 : 37 : :
Turkish 8 : 20 25 30 42 :

Source: Seybert H. (2011): Internet use in households and by individuals in
2011. European Commission: Eurostat. 66/2011.

As a result, it may further exacerbate existing problems, particularly to expand
social and economic adverse amplitudes and slow processes of regional
cooperation as a result of the increasing inter and intraregional development
gaps in building modern economies, based information and knowledge. ICT
is increasingly seen as an effective source for inclusion and cultural
transformation, if properly is directed.

It is estimated that about 120 million people in Europe have never used the
internet. Europe appears geographically "digital divide", as countries such as
Greece, Romania and Bulgaria, Cyprus and Portugal lag behind technological
advanced countries in northern Europe. Proportion of information
"uneducated" population in these countries is as follows: Romania has 53%,
Bulgaria 55%, Greece 50%, Cyprus 43% and Portugal 42% population does
not use Internet technology. It is estimated that in these five countries there
are 25 million people who have never used the internet.

Countries with the highest proportion of Internet Falkland Islands (100%),
Iceland (93%), followed by the Netherlands, Norway, Sweden, Luxembourg,
Denmark (all above 90%) and Finland 84%. While the inhabitants of the
Scandinavian countries have high speed (broadband) internet access, two-
thirds of the Greek people do not have basic access (according to Eurostat).

[3]
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Internet users by country (2011 - %)
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Figure 2 Internet users by country (2011 - %)

In the larger EU Member States the situation is following: In the UK 17% of
the population has never used the Internet, while in Italy, Poland and Spain
between 30-40% of the population stated that they do not have access to this
technology (this percentage is equivalent of 49 million people used the
internet). Germany in the last two years reduced the rate from 18% to 17%,
France 24% Internet "illiterate" population total in these six countries
accounted for 80 million.

Macedonia, unfortunately also belongs to the group of weak connected
Internet technologies. According to these data is considered that 54% of
Macedonia's population does not have access or do not use the internet.

In 2007, on average 97% of medium and large enterprises in the OECD use
the Internet [4]. In Iceland, Finland, Switzerland, Denmark, Japan and Austria,
almost 98% of companies (with more than 10 employees) use the Internet.

In last decade the share of Internet using in households are increasing.
Among the countries in the OECD group average registered 58% of
households with an internet connection. Evidently, young population is a
driver for growth of using the IT. But in the last decade the share of the adult
population in the use of Internet technology are increasing. Statistics show
that in 2007 25% of the population in OECD grouping ordering goods and
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services online, while in Japan, 50% of the adult population uses these
services. OECD countries are represented in this service by 30%, while the
Nordic countries accounted for 50% in the use of electronic banking services.
According J.P. Morgan e-commerce is expected in B2K to grow from $ 572
billion in 2010 to over $ 1,000 billion in 2014 (excluding travel and B2B trade).
Given the magnitude of these numbers, it is clear that the digital economy is
coming of age. [2]

Conclusion

Globalization and technological progress are making the old multinational
structure obsolete. A multinational firm that simply links together a collection

of national businesses under a global umbrella has become anachronistic.
Large international corporations are creating globally integrated organizations
that can locate functions anywhere in the world to take advantage of low
costs, availability of skills or access to natural resources. Advances in
business analytics and information technology also make it possible to
monitor performance and market developments more closely than in the past.
Information and communication technologies (ICT) are considered one of the
main driving forces of global economic transformation. They will shape the
new economic landscape, but will also lead to the creation of a deepening
divide between countries that maximum follow information and technological
waves and countries that are not able to follow these developments. This
digital divide is created by global technological momentum that feels both
developed and emerging economies, and will reflect unfavorably to countries
that do not follow "vibrating" market and the application of new information
technology.

How this digital era shaped by technology and innovation, will be the flagship
of the new economic developments and as nations, companies and
individuals will fit into the "e-environment" depends on the dissemination of
knowledge and lifelong learning.

Lastly, we should be aware that new challenges will face all entities:
individuals, companies, leaders of large corporation’s states. All you need is
to accept new changes and to lead the world towards a prosperous and bright
future by reducing the existing political, economic and digital divisions and
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subdivisions. This means that the efforts of public and private sectors could
be effectively combined resulting in more synergetic initiatives, with the
international bodies and institutions such active drivers in the global economy.

10.
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WEB BA3NPAH CO®PTBEP 3A SCADA AMJIMKALIMUA INTEGRAXOR
MapjaH Ctounos', Bacunuja Llapau?*
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AncTtpakT. Bo 0BOj Tpyg ke Guge npeTcTtaBeH pa3Boj Ha NUIOT NPOEKT Ha
SCADA codTtBep 6asmpaH Ha web annukauuwja npeky npuMmep Ha
aBTOMaTM3MpaHO NMPO3BOACTBO HAa CnaTku BO egHa cnaTtkapHuua. CamuoTt
npoLec Ha NpPOM3BOACTBO CE Crean U KOHTPONMpa AaneyYnmHCK/M Co MOMOLL Ha
coptBepoT InegraXor og 6mno koja Toyka BO CBETOT CO KOPUCTEH-E Ha
Interent koHekuuja nnu og mobuneH TenedoH Npu WTO NpeaycroB e ga ce
uma Android onepaTtuBeH cucTeM. Ha TOj HauMH MOXe fa ce ynpaBsyBa CO
camarta peuenTtypa Ha NPOW3BOACTBOTO HO W Aa ce cneam npouecoT Ha
nakyBak€e Ha PUHaNHMOT Npon3Boa. Bo oBOj Tpya annvkauuwjaTa € pasBueHa
CO NoBp3yBar€e KOH ogpedeHV BUPTYernHW NopTOBU HO CO peaedUHnpan-e
Ha NOpTOT MOXe uctata ga Guae noBp3aHa M CO pearieH Npouec npeky
nporpammbunHm normndkm koHtponepun (PLC) mn censopu. Co pasBojoT Ha
MUKOPOKOHTpOMepuUTe, CEH30pUTE U akTyaTopuTe OBUE annukauum ctTaHyBaa
ce MOonpucCyTHM W wu3neryeaaT HagBoOp O paMkaTa Ha MHOYCTpucKaTa
NPUMEHNBOCT.

Kny4yHu 360poBU: cnuctemun 3a ganevumHcKo 1 auctpubympaHo ynpasyBame,
aBTOMaTm3aumja Ha npomnssoacTeo, SCADA codTtBep, web annukauum
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WEB BASED SOFTWARE FOR SCADA APPLICATIONS INTEGRAXOR

Marjan Stoilov', Vasilija Sarac 2*

"Prilepska Pivarnica Distributive Center-Skopje, St. “Kacanicki pat’, b.b.,
1000 Skopje, marjanstoilov@gmail.com.mk
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Abstract: In this paper is presented development of pilot project of web
based SCADA software. Application enables automated production of
candies for one candy shop. The process of production is monitored and
controlled remotely by the aid of the software IntegraXor from any part of the
world where Internet connection is available or from the mobile phone in case
that Android operative system is available. Consequently the recipe for
production is controlled but as well as the process of final product packaging.
In this paper application is developed by connecting it to virtual ports but by
redefining the port itself it can by connected to the real-time process through
programmable logical controllers (PLCs) and sensors. Development of
microcontrollers, actuators and sensors has led to width spreading of this kind
of applications and they are exceeding the frame of industrial application.

Keywords: systems for remote and distributed control, automation of
production, SCADA software, web applications
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22 Introduction

This paper presents the development of WEB application by using software
package IntegraXor, software basically aimed for development of SCADA
applications. IntegraZor is currently used in several areas of process control
in thirty eight countries with the largest installations in U.K, U.S.A, Australia,
Poland, Canada and Estonia. Integraxor SCADA software can be used for
control of Peltier cooler a solid-state active heat pump which transfers heat
from one side of the device to the other side against the temperature gradient.
In this paper is presented developed application for SCADA controlled
process of manufacturing of candies according to previously prescribed
recipe as well as their final packing using software IntegraXor [1] . Recipe
can be changed at any point of time from anywhere in the world where internet
connection is available by the aid of software IntegraXor or even from the
mobile phone where Android application is available. Paper presents the most
important steps of software configuration and graphical animation which lead
to fully configured system for control and data acquisition — SCADA.
Application is developed by connecting to virtual ports but by redefining the
port itself it can by connected to the real-time process through programmable
logical controllers (PLCs) and sensors.

IntegraXor is web based software with option like SVG graphical
visualization and animation, possibility for connection with field devices in real
time with protocols like Modbus, OPC. Similar like other SCADA software it
has alarms, log report, ODBC data base. It is designed by using web
technologies in order to be created one complete tool for building
sophisticated and intelligent real time systems. In order project to be built
some pre conditions should be satisfied i.e. IntegraXor software must be
installed as well as Adobe SVG viewer and Inscape SAGE. Presently
IntegraXor 3.7 can be installed on Microsoft Windows XP (and latter versions)
or on Microsoft Widows Server (and latter versions). Also on the computer
must be available Microsoft Internet Explorer 8.0 or latter versions. Optionally
as web browser can be used Mozilla Firefox 3.5 or Google Chrome 3.0.
License for IntegraXor software is needed only for run-time systems. As web
based product IntegraXor uses HTML and Javascript as programming
language.

23 System configuration

SCADA systems are Systems for Supervisory Control and Data Acqusition,
which means that these are the systems basically aimed for simultaneous
measurements of process parameters, their monitoring and control. System
has the functionalities of gathering process information, transmit them to the
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master terminal unit, conduct necessary analysis and commands and
consequently display them on the computer screen (one or more). Control
can be performed automatically or through interactive commands placed by
the operator. System is consisted of:

e Master Terminal Unit

¢ Remote Terminal Unit (RTU) or Programmable Logic Controller (PLC)

e Software for supervision and control of process information

PLC has number of available inputs/outputs (I/0O) which are connected to
sensors and actuators. By the aid of I/O , PLC reads the process threshold
parameter, analog measured values and variables such us temperature and
pressure as well as the position of rotating parts. Parameters and variables
are stored in the PLC in the memory registers, each stored with the unique
memory address. Data from the memory registers are available to the outside
devices and systems through communication ports built into the PLC. In most
common cases PLC has the nine pin serial port connected to Modbus as one
of the communication protocols. Optionaly it can be Ethernet port or other
field buses. IntegraXor is the tool for development of SCADA human-machine
interface (HMI) and it has the communication drivers for direct data exchange
with PLC through the communication port. In order IntegraXor to be
connected to the PLC port must be created and it must be marked with a
digital tag with adequate address of the tag for example 10001. Independently
form the PLC IntegraXor can communicate with other devices such as robots
and drivers which are supported by communication protocol and port. On Fig.
1 is presented basic network structure of IntegraXor.

L J

-

S

Figure 1. Basic network structure of IntegraXor

3. Software configuration
3.1 IntegraXor Editor and IntegraXor Server
IntegraXor is consisted of two programs:
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e IntegraXor Server which is the operative , real-time program
e IntegraXor Editor , program where applications are created , devices
are defined , connections to the process, PLCs etc.

On Fig.2 is presented basic layout of the project in IntegraXor Editor. Basic
subfolder like: General, Timer, Port , Device, Tag, Database, User, Alarm,
Script and Screen are defined. In “General” project name is set and web
browser. Subfolder Port contains the PLC devices where tags are input. One
port can have one or more devices connected to itself while one device can
have from few to few thousand tags connected to the device. In subfolder
Device there is a possibility to have one virtual device which is not connected
to the process and allows input of tags which are not I/O. This virtual device

Diplomska_Rabota_Marjan_Siov_Satkamica_UGD
Desoipton Diplomska_Rabota_Masjan_Sioiov_Satkamica_UGD
Tie CTIATKAPHMLA YT

Logo sptemmages 3o of

Figure 2. Window of the project in IntegraXor Editor

Tags have tree hierarchical structure. Tag is under the Device and Device is
under the Port. In case that Tag should not be connected to any field device
that Tag is connected to virtual device. Database is used for recording the
logs (logs are all activities in the system which are recorded).The project
folder generates the file with extension .mdb operating under Microsoft Acces
which allows all project data and parameters to be analyzed. User subfolder
creates system users which are allowed to enter the system with password.
Alarms are connected with tags and their definition is according to project
requirements. Program language (Script) which SCADA uses is on the base
of standard JavaScript. In subfolder Screen user interface is created. For this
purpose another application is used Inkscape +Sage. Inscape is software for
picture editing. From project window in IntegraXor Editor the project is run by
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pressing the button “run project” which enables staring of IntegraXor Server
which is the window for supervision and monitoring of all physical parameters
(Fig. 3). IntegraXor Server enables supervision of tags for example in our
application “level_syrup”. By double clicking on parameter value, the new
value can be set — 10.5. If the process is stopped this value is recorded in
data base.

3.2 Graphical animation

Human-machine interface (HMI) is created in program Inkscape+SAGE. It is
graphical editor where numerous pre-prepared elements for graphical
animation are available. For example for our reservoirs for syrup we can use
rectangular element By rlght C|ICk on chosen element we can select Object
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Figure 3. Window of the project in IntegraXor Server

Properties and further on we can select “Bar” animation. In the field of “Bar”
animation we input “app.currentTime.second” in the tag field. This tag
“app.currentTime.second” is an internal tag which contais the time in
seconds. In the field for minimum value 0 is input and in max field the value
of 59. Consequently for our application four reservoirs are created with set
tags in “bar” animation from minimum 0 to maximum 100. Web buttons are
widely used in the animation. Most often used buttons are Start, Stop, Run,
Open and Close. We will explain the process of creating the button which
represents the filling of reservoir up to the value of 100. We draw rectangular
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element. By right-clicking we select Object Properties. We select “Set”
animation and we input level_vanila. In the field under name Source we input
the value of 100. We use the text tool in order to give the button name “Full”.

- L[5
s =0
e

Vanilla

B[ ¥ e

Figure 4. Window for creating graphical animation

3.3 Alarm configuration

Alarms are used in order to inform the SCADA user that allowed limit values
are exceeded. Configuration of alarms is done in Project Editor. For example
if level of vanilla is bellow 20, we want alarm to be switched on. In the project
is input following alarm according to the description given in Figure. 5

Name va_lo

Message Vanilla tank level LOW
Log To mdb

Tag Name level vamilla

Trigger By Compare Value
Condition Less Than (<)
Compare Item 1 |20

Figure 5. Alarm configuration

4. Results of SCADA configuration

As a result of software configuration and development of graphical application
SCADA system for automated production of candies under prescribed recipe
is developed [2]. On Fig. 6 is presented starting screed on our HMI in this
SCADA application with four reservoirs containing different materials for
cooking and we have different buttons for control of our application.
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The limit values of reservoirs are set, receipt for cooking is set and by pressing
the button “Start of filling” all reservoirs are filled to maximum level. In the
same time tank for cooking is empty and maximum temperature for cooking
is set to 49°C. By pressing the button with recipt four reservoirs are emptied
according to the prescribed receipt and the adequate mix of materials is in
put into the tank (Fig. 7).

| o —

gyt
095227

Moauuuja:
3arsopeH BeHtun

TEW S s e
Figure 7. HMI interface of application-start of cooking

After the main tank is filled by pressing the button “start of cooking” the tank
is closed and cooking starts according to the receipt and prescribed
temperature. The button “stop of cooking” stops the process of cooking.
Afterwards main tank is emptied by pressing the button “Start of empting the
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tank”. Then main valve from Fig. 7 is opened and the main tank is emptied.
So the whole process can be repeated once again for the next cycle of
production with the same or adequately altered receipt.

5. Conclusion

In this paper is presented development of one SCADA application for
industrial process using the application software for SCADA systems
IntegraXor. Application is developed for candy factory where automatic filling
of tank for cooking is performed under prescribed recipe. In order application
to be developed software IntegraXor Editor is used where application is
configured with all ports, alarms and parameters. Program execution is
performed in software IntegraXor Server where all important parameters for
the process are monitored and commands executed. Since this SCADA
software is a web based application it can be used anywhere where internet
connection is available, enabling fully control of industrial process from
anywhere in the world, independently of the geographical position of the
factory.

References
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AnctpakT. be3begHocTa Ha KOMMjyTEPCKATE MpPEXW € MHOry 3HavaeH
npouec, 6e3 koj BO AeHEeLWHO BpeMe, HE3aMUCNNBO € (PYHKLMOHNPaHETO Ha
egHa mpexa. O ocobeHo 3Hadere ce 6e30egHOCHUTE YCNyr U MexaHu3Mm
KOM Ce KOpMCTaT 3a crnpaByBake CO pasNM4yHMTE BUOOBM Ha Hanagu, Kako v
cTpaTtermmte kou ce npes3emaaTr 3a ga ce 3awtutar MHPOpMauUoHUTE
cuctemn. KoHTponata Ha npuctan npeTcTaByBa e€deH MexaHu3aMm 3a
onpegenysakbe Ha Toa KOj MMa MpaBo Ha MpucTan KoH onpeaeneHun pecypcu.
TakBaTa KOHTpOsia Kaj KOMMjyTEPCKNTE MPEXN € UMMIEeMeHTUpaHa Mnpeky
KopucTewe Ha noseke metoau: Access Control List — ute ce temenat Ha
nedvHnpaHn nNpaBuna 3a npuctanyBawe, Firewall — uTe 4KWj ocHoBeH
KOHLeNnT Ha paboTa e Ha 6a3a Ha hunTpupare Ha NaKeTUTE, Proxy CepBepoT
KOj MMa ynora Ha nocpegHuk mMery KnueHToT wTo Gapa ycnyrm u apyrute
cepBepum.

ISA Server — oT e MHOry mokeH Microsoft — 0B nponsBog, koj ma cnocobHoCT
Ja urpa noseke yrnorn BO AdajeHa cpeauHa. 3a NpukaxyBawe Ha efeH
CErMeHT 0f OFPOMHUMOT CET Ha OYHKLMM Kon ce 06e3beneHn oa ISA Server-
OT, NpakTU4HO e umnnemeHTupaH ISA Server 2006 Bo BUpTyeriHa OKOSIMHA U
ce TeCTUpaHN HeKon Heroesu nepdopmMaHcu

Kny4yHun 36opoBu: ISA Server, npaesuna Ha npucran, NpoTOKOs, UHTEPHET
CUIypHOCT
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SECURITY IN COMPUTER NETWORKS FROM THE PERSPECTIVE OF
ACCESS CONTROL
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Abstract. Computer network security is a very important process, without
which today we cannot imagine a fully functional network, especially without
having security mechanisms and services used for handling different network
attacks, and for creating strategies for securing informational systems.
Access control is one of the mechanisms for granting and/or denying access
to the specified resources. Such a control is implemented with using several
different methods: Access Control Lists — based on defined access rules,
Firewalls — for filtering incoming/outgoing packets, Proxy server — acts as a
mediator between the clients and other servers.

ISA Server is a very powerful Microsoft product, capable of playing several
roles in a specified deployment environment. To show a small segment of ISA
Servers set of functions, ISA Server 2006 is implemented in a virtual
environment and some of its performances are tested

Keywords: ISA Server, access rules, protocol, Internet security
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1 BoBep

Bo cute yctaHoBu u komnanumm ce nponuwysa CUNYPHOCHA MOJTUTUKA,
ogHocHo MOJIMTUKA HA KOPUCTEHE Ha WHTepHeTOT Koja Mopa Ada ja
noyYnTyBaaT CUTE KOWU Ce CO KOMMjyTep MPUKIYYEHU Ha HEj3UHUTE MPEXHU
pecypcu [3]. CurypHocHMTE MONUTUKM BO LENOBHUOT CBET CE MHOry
PECTPUKTUBHU, Ce € 3abpaHeTo OCBEH OHa LUTO € U3PUYMTO [O03BOMEHO, a
[O3BOMIEHO € CaMO OHa LUTO € HEeOnxo4HO 3a M3BpLlyBake Ha paboTaTa.
[loKyMeHTOT KOj ja onuwyBa oBaa NonuTuka Ke COApXu ce LWTO e noTpebHo
Aa ce cnpeyaT MHUMOEHTU: 04 HAa4YMHOT Ha KOj, Ha NpUMep, MOXe Aa ce Brnese
BO ynpaBHaTa 3rpaga, pernctpupake Ha Bre3 M u3nes, nocranka co
AOBEPNMBU UHGOPMALUMN U OOKYMEHTU, NMa A0 HAYMHOT Ha du3nyka u
nporpamMmcka 3alTuTa Ha KoMnjyTepckaTta onpema.

ISA Cepsep (Internet Security and Acceleration Server) e Microsoft-os
npou3Boj, Yvja Luen v 3agada ce aa oBo3Moxu 3awtuta Ha T cpegmHm og
MHTepHeT 6GasumpaHu 3akaHW, Ha HayYnMH Ha ko] ke um obes3begn Ha
KopucHMLMTE Bp3 1 CUrypeH AaneymHcKkn npucTan 4o nogaToumn 1 annvkauum
[6]. ISA CepBeporT e HacnegHuk Ha Microsoft Proxy Server 2.0 n npeTctaBHuK
Ha Microsoft 3a mpexHa nogapiuka.

OHa wTto e of ocobeH MHTEpeC BO BpPCka CO TeMaTa koja e obpaboTeHa BO
OBOj Tpyd, Cekako e MOoxHocTa Koja ISA cepsepoT ja paBa Ha
agMVHUCTpaToOpuUTE, 3a Kpeupawe Ha MNONMUTUKM 3a perynvpake Ha
KOPUCTEHETO, 3aBUCHO Of KOPWUCHWK, rpyna, AecTuHauuja, annukauwja,
pacrnopeg v KpuTepuymm 3a TUMNOT Ha cogpXunHaTa.

ISA CepBepoT goara Bo ABe usgaHuja n toa Standard Edition n Enterprise
Edition.

2 INTERNET SECURITY
Moxxe aa ce HarnacaTt HeKou crnydan Ha NpMMeEHa Kako LUTO Ce:

e (OO0bpaHa 00 HadsopewHU u sHampewHu eeb b6a3upaHu 3akaHu.
Cos3pageH e pa pgaBa nocunHa 6e30eqHOCT Npu ynpaByBake U
3alUTMUTa Ha MpEeXnTe.

e besbedHocm npu objasysarbemo Ha coOp)xuHama 3a OaneqyuHCKU
npucman. o onecHyBa AaneYMHCKUOT NpucTan Ao KopropaTUBHUTE
nogartoum, pecypcu 1 annukaumm.

e be3bedHo nosp3ysarbe Ha ekcriosumypu. OBO3MOXyBa JeCHa U
edekTuBHa site-to-site koHekLMja nomery ekcnosuTypuTe U 3awitega
Ha NPOMyCeH Oncer, NPeKy Kelumpame 1 KOMIpecuja Ha nogaToLm.
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NoctaByBawe ctpaterum Ha ISA SERVER 2006

OHa wrto ISA CepBepoT ro npaeu nNpou3Bog KOj MOXe Aa ce MU34BOM Of
OoCTaHaTUTe NPOWU3BOAM, € HeroBaTa CNocoBHOCT Aa urpa noseke ynoru BO
fapeHata cpeauHal2]. Hekon oa tue ynoru ce cnegHute: ISA Server-oT Kako
uenocHo gyHkunoHaneH firewall Ha annmkaumMcko HMBO, MOXHOCTa 3a BeO
Kelwmpanse, nogapwkarta Ha VPN, reverse proxy kako u KombuHaumm Ha 6mno
Kou of, oBue paboTu.

Ynotpe6a Ha ISA SERVER 2006 kako gononHuUTenHa 3awTuTa Ha BeKke
3alITUTEeHU CpeavHun

Kora pageHa opraHusauuvja Beke KOpUCTU HekakoB Bua Ha 6e3bepHocHa
TexHonoruja, ISA Server-ot Mmoxe ga 6uage gogoafeH Kako OOMOMHUTENEH
cnoj Ha curypHoct. OBa e pobpoaojoeHa MOXHOCT 3a nogobpyBakse Ha
6e3begHocTa Ha MHOry of opraHusaummTe[1].

EneH npumep Ha ognmyHa nHTerpaumja Ha ISA Server-oT e BO Mpea co Beke
noctoeyku firewall, kage e gononHuTeneH cnoj Ha 6e36eaHOCT, KOPUCTEjKM
rm ceoute PyHKUMM Ha reverse proxy unu gogeneH VPN cepsep. VcTo Taka,
ISA Server-oT MOXe Aa ce uHTerpmpa u BO OKOMMHM Kou Kopuctat Remote
Authentication Dial-In User Service (RADIUS).

ACCESS RULES

Kora ctaHyBa 360p 3a oyHKLUMOHANHOCTa Ha NpaBunaTa 3a BMpeXyBaHke Kou
ce kopuctaT kaj ISA cepBepute M ONMWYBakE€TO Ha [JO3BONEHUTE
KOMYyHUKaLuMu nomery aeduvHMpaHuTe Mpexu, noctojaTt Tpu rpynu Ha fmcTu
Ha npaswuna.

> MpexHun npaBuna: OBaa nucta ja onuwysa W aeduHupa
Tononorujata Ha mpexata. OBue npaBuna ja geduHupaaT BpckaTa
NOMery MpeXHUTe eHTUTETU U TUNOT Ha AedrHmpaHnoT ogHoc. Mopa
Aa bupart jacHO M KOPEKTHO AedUHMPaHU MpPEeXHUTe ObjekTn u
HUBHUTE MerycebHu penauum, 3atoa LTO Toa € 0f UCKMIYYUTESHO
3Ha4yene 3a LuenokynHata pabota Ha ISA cepseporT.

» System policy rules: OBaa nucta cogpxu 30 BrpageHun npasuna 3a
npucrtan u cute Tve ce npuMmeHeTn Ha Local Host mpexaTta. Tue rm
KOHTponupaat KoMyHukaummTe og 1 oo ISA cepsepoT 1 ce notpebHu
3a U3BpLUYBawe Ha (PYHKUMM KaKo LUTO Ce aBTeHTUKauuja, MpexHa
AuvjarHocTuka, logging 1 aaneymHcKo yrnpaByBaHe.

» Firewall policy rules: OBaa nucta cogpxum npasBuna Kou I
aeduHunpa firewall agmmHmncTpaTopoTt. OBa € nucTa koja coapXun Tpu
MOXHW BUOOBW Ha npasuna: access rule, web publishing rule n server
publishing rule. OBaa nwucta BknIydyyBa W €4HO cneuujanHo
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npegeduHnpaHo npaeuno Last, koe ro 6rnokmMpa UuenuoT npuctan go
n oag cute mpexun. OBa cTaHgapAHO MNpasBuNo He Moxe Aa buae
M3MEHETO wunuM un3bpuwaHo. 3aTtoa, cekoe Ornokupawe Unm
0BO3MOXyBah-€e Ha coobpakajoT co ISA cepBepoT e gedunHMpaHo co
npasuna.

Co cnepgHuoT anjarpam (cnuka 1) e gageHo kako ISA cepBepoT rv npMmMeHyBa
npasunaTa Hag TpuTe NUCTU Npu BUo Koe nsnesHo bapame.

Kora npaBunaTta Ha npuctan ce noknonyeaar co napameTpuTe Ha 6bapareTo,
TOa 3Ha4M eka ce NpumeHyBa Toa npaeuno 1 ISA cepBepoT He oaroeapa Ha
bapaweto Ha pgpyrm npasuna. OBde ce nojaByBa MpallakweTo, Kora
NpaBMNOTO Ha MpucTan ce Mnokrnonyea co OGapaHuTe napameTpu. ISA
CepBepoT ro NPUMeHyBa NpaBunoTo, NOCrne n3BpLleHaTa NPoBepKa Ha HEKOM
KpUTepuymm, KoM ce oaBuBaaT Mo CregHNoT peaocne:

1.

2.

w

MpoTokon: EaeH unu noseke aeduHMPaHU NPOTOKONM CO U3Me3Ha
HacokKa 3a NnpMMapHa KOHeKLMja.

On (u3Bop): EgeH unu noBeke MpexHM 06jekTn koum MoxaT Aa
Bkny4daTt Network, Network Sets, Computers, Computer Sets, Address
Ranges n Subnets.

Pacnopepn: 6uno koj gemHmpaH pacnopeg.

[Oo (mectuHauwmja): egeH wunu noBeKe MpeXHU O06jekTn Kou
BknyyyBaaT Network, Network Sets, Computers, Computer Sets,
Address Ranges, Subnets, Domain Name Sets n URL Sets.
Content group: Cekoj Tmn Ha cogpXmnHa Koj € gepnHnpaH BO CeToT.
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CTAPT

[anu mpexHoTo

npaBuno A03BONyBa
coobpakaj?

[Hann System unu
Firewall Policy Rule
fossonysaar
coobpakaj?

Mpumenn ja
penauujata
cneumduumpaHa co
MPEXHOTO NpaBuno

< Brokwpaj ro > < . >
coobparkajor [o3sonu coobpakaj

Cnuka 1 Qvjarpam 3a npumMeHa Ha npaBunarta of ctpaHa Ha ISA Server 2006

3 EKCMMEPUMEHTAJIEH OEN

Moejata 3a ekcnepumeHTOT € gobvmeHa O4 KpeupaheTo Ha npaBuia 3a
npuctan, Ha ISA Server, a 3a Taa uen nHctanupaH e ISA Server 2006 Ha
BuptyeneH PC. Ucto Taka uHctanunpaH e n Microsoft Windows Server 2003
R2 co Routing and Remote Access Service n VPN 1 co ABe MpexHu kapTu,
egHata LAN, a gpyrata WAN. AnaTka Koja e KopUCTeHa 3a Kpempahe Ha TeCcT
npoueaypata e Microsoft Visual Studio 2008, Professional Edition.

CueHapuo

EnoHa og mHoryte onumm kou mm Hygu ISA Server-oT kora e BO npallame
KOHTponaTa Ha npuctan € 3abpaHa n [03BONa Ha onpeaeneHn cajToBu u
aomenn. Kora e notpebHo aa ce Hanpasu 3abpaHa 3a HEeKOSKy CajTOBM Unu
AOMeHW, Toa MOXe MaHyernHo ga ce koHdurypupa. Ce nocrtaByBa
npaLlaweTo LWTO Ke ce cry4m ako e noTpebHo aa ce 3abpaHaTt ronem 6poj
(MnjagHMUM), KaKo Ha NpUMeEpP LEenu NMCTN Ha GrnokupaHu cajtoBu. bu 6uno
npemHory HebnarogapHoO ako TMe ce BHecyBaaT MaHyesriHO Kako LUTO e
NPeTXoAHMOT cny4aj. ISA Server-oT MMa pelleHvne 3a BakBMOT npobnem u
ceTo Toa 61 ce HanpaBWiO CO CaMO HEKONKY MMHYTK paboTta. Ce kopuctar
VB CcKpMNTW KOM LUTO YnTaaT of TekCTyanHa gaToTeka UCNOoSHeTa Co MMnhba
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Ha AOMEHN KoM cakame fa rm briokupame n uctute M gogasa Bo Domain
Name Set—oT nnn URL Set-oT, npeTxogHo aeduHnpanHm Ha ISA Server-oT.
Ckpuntute Ko ce KOpPUCTEHN, ce on cajtot
http://technet.microsoft.com/hiin/library/cc302454%28en-us%29.aspx. [4]
Kopuctenn ce gBa tuna Ha VB ckpunTu, egHa 3a gogaBawe Ha Domain
Name, a ppyra 3a pgopaBawe Ha URL. CuHTakcata 3a KOpUCTEHe Ha
CKpUNTUTE € criegHa:

AddListToDomainNameSet.vbs domains.txt ZabranetiDNS
AddUrlsToUrlSet.vbs urls.txt ZabranetiURL

- [y a— o K i L]
# et Hsdvdars T E [wine
] temal ey | B 1 Patweria
w L Wbk Sty
B Al s e L 5, B Wt .. 8 80 i Fredelrad T Compubue
1E B hedihean s
A Tl
= Comgralen taty
¥ ety
5 g Drmasn Mama Sety
| Moyt frvoe Faporting
4 Mcypr ety Domar A
- st bokcy Meee e
-] Edbwarentie
Wi Lnktorerd
3 Sorver Paren
] L]
WERRD 1w

Cnuka 2 Ckpuntu 3abpaHeTtnn URL n 3abpaHetn DNS

Co KopucTewe Ha npeTxogHUTe CKPUMTM Ce BpLIKM MOSMHEeHe Ha
ZabranetiDNS n ZabranetiURL, wito Mo)e ga ce Buau Ha crniegHaTta crnvka

y— ey R |
y ~=
§ )75 OVt et et e g i e ) 1 00 ot e, i g s
B e e et et B e e it bt
D e e T
o e e et et
- o ) r~
B E
:
= ey =
S0} comen) Sy
fmpr [—
iy
Ea O R 5] vt sy

Cnuka 3 NonHewe Ha nuctute3abpaHeTn URL n 3abpaHetn DNS

OA npakTUYHM NPUYMHK, LenMOT OBOj NPOLeC Ha MorHewe 3rogHo 6m 6uno
Oa ce aBTomatumaumpa. EgeH HauunH e co kopucterwse Ha Windows Service koj
Ke rm ,cobupa“ Beb6 nokauumte unn |IP agpecute u aBTOMATCKM Ke TN
umnoptmpa. 3a Toa, MOXe [a Ce WCKOPUCTU KpeupaHaTta nporpama
n3paboteHa Bo C#, Koja oA HeKoj n3eop, npes3ema nucrta og |P agpecu. Bo
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CNny4yajoB KopucTeHa e nucta Ha IP agpecu KoHTponvMpaHu o4 cnamepu, koja
npeky nporpamara, aBTomaTcku ce nmnopTtupa Bo URL Set —or.

TecT npoueaypa

Ha ISA Server-ot ce kpenpa URL Set co nme SpamlPList.

Mporpamata 3a TecTupare nMpeB3eMa nucTa o4  agpecarta:
http://www.spamhaus.org/drop/drop.lasso. [7]. Jluctata ce cocTtou oA uenu
IP agpeca/paHnr. Og nuctata ce nsgpojyBaaT 5 nuHUKM 1 ce 3anuuyBaaT BO
TekcTyanHa gatoteka IPList.txt. MoTtoa ce HaBegyBa nmeto Ha URL cetoT
Kage WTo cakame Aa ja umnopTtupame nucraTta.

et zetima s

S-162H4

URL Set

sy

Cnuka 4 dopma gedhuHupare Ha URL ceToT kage ke ce umnopTtupa nucrata

MoHaTamy, aBTOMaTCKM Ce uM3BpllyBa .vbs ckpuntata cO napameTpu:
KpenpaHata gatoteka IPList.txt n 3agageHoto nme Ha URL cetot. Ha ISA
Server-0T ce npoBepyBa ganu ce nmnopTtupann IP agpecute.

Pesyntatu

Co noBeKkekpaTHO U3BpLUYBaHe Ha TECT npoueayparta 3a pasnuyeH 6poj Ha
NMHUM O4 NucTaTa, CooABETHO ce aobuBaaT pesyntaty 3a 6pojoT Ha IP
afpecu n BpeMeTpaeH-eTo Ha umMnopTuparweTo Ha nctute Bo URL Set-oT Ha
ISA Server-o1. Llenta Ha TecTupareTO € Aa ce Nokaxe Aeka oBaa nocranka
ycnewHo ru wmmnoptupa |IP agpecute, HO npobnem ce nojaByBa mnpu
BpeMeTpaeH-eTo Ha UMMOPTOT 3a ronem 6poj Ha agpecun. OBune pesynTtaTu ce
AobueHn Ha malumHa co nocnabu xapABepCKN KapakTepPUCTUKK, HO pearHo
cepBepuTe nmaat nogobpun KapakTeEpPUCTUKN.

Mo n3BpLLEHOTO TecTupare, JOOUeHN ce crieqHUTe pesynTaTu:

Tab6ena 1 6pojoT Ha IP agpecn n BpemeTpaeweTo Ha UMNOPTUPaHETO Ha
nctute Bo URL Set-o1 Ha ISA Server-oT.

Bpoj Ha nnHWK bpoj Ha agpecu Bpeme 3a umnopt

1024 00:00:20.31

2048 00:00:21.82
6144 00:00:23.47
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00:00:51.88
00:00:54.02
00:02:33.79
00:18:20.23
00:52:41.92
02:28:16.54

0 10000 200000 A AHHHH)

bgea) wa IF agpecn

Cnuka 5 Npadmuku npukas Ha pesyntatute

4 3AKNTYYOK

lMpenHocTa Co BaKBOTO aXypupare Ha NMMCTUTE € aBTOMaTU3MOT. I3BOpHMOT
KO4 o4 nporpamaTta MOXe [da Ce MCKOpPUCTU 3a kpeuparwe Ha Windows
Service, co WTO 61 Cce NpuaoOHENo 3a NOCTojaHo axypuparse. [NoTpebHo e aa
ce MCTakHe Aeka, nocTojaT NpoBajaepu KoM HyaaT CepBUCK 3a aBTOMATCKO
npeeB3emMake Ha JNUCTUTE, Taka LWTO CO MNPeTXoAHa peructpaumja u
npeTtnnaTa, MoXxe Aa ce fojae 4o UctuTe.

Op gpyra cTpaHa, Kako LUTO MOXe Aa ce BUAW Of pesynTaTtuTe, cTankaTa Ha
pacT Ha BpeMeHcKaTa CNoXeHOCT Npu NpecMeTyBaHheTO € MHOMY BMCOKa Kora
ce u3BpLlyBa MmMnopTupane Ha ronem 6poj Ha IP agpecn Bo URL Set — o1 Ha
ISA Server-otr. Toa e HeraTMBHOCT Ha BaKkBMOT npucTtan. YwTe egHa
HeraTMBHa CTpaHa e TOa LWTO He € OBO3MOXEHO eAuTMparke Ha nocTtoeyka
nucTa, co Wto 6u ce Hamanuno BpeMeTo M NOTPOLLYBayKaTa Ha pecypcu npu
uMnopTupake Ha uctata. BepojaTHo, nonpaBuneH npuctan 3a
aAMUHUCTPUpPake M MeHaupuparwe Ha ISA Server-oT e KOpUcTeHeTo Ha
HeroBnot SDK (Software Development Kit) co wto 6u ce 3abpsana
nocrankata n 61 ce 0OBO3MOXWINO NOEAHOCTABHO aXypupame.

Ha kpaj, cakam ga Harnacam geka BO OBOj EKCMEPUMEHT € 3eMeHa NncTa Ha
IP agpecu KoHTponupaHu oA cnamepu, HO MOXe Aa ce 3eMe Toa fa buae
nmncrta Ha gomenun nnn URL nuctw.
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FREQUENCY DISTRIBUTION OF LETTERS, BIGRAMS AND TRIGRAMS
IN THE MACEDONIAN LANGUAGE
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Abstract: Frequency analysis in cryptanalysis is based on the fact that, in
any given piece of written text, certain letters and combinations of two or three
letters occur with varying frequencies. In this paper we present average
frequency distribution of letters, bigrams and trigrams in the Macedonian
language. Letter frequency of the most common first letter and last letter in
words is also given. Our results are based on approximately 15000 pages of
written text from the following subjects: poetry, prose, drama, natural
sciences, social sciences, law, different laws, economy, and computer
science. Obtained letter frequency sequence is ‘AOUNETHPCB[OKIJITI
MY3JIrBYWLUXH ®KXTLITbS”, the most common letter pairs are
‘HA AT TA HN TE PA OT CT TO KO” and the most common trigrams are
“‘UTE ATA YBA NJA AHBE CTA OCT BAHs TMPO TMPE”.

Keywords: frequency distribution of letters, bigrams, trigrams, Macedonian
language.
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24 Introduction

Frequency analysis is a cryptanalysis’s tool for breaking classical ciphers. It
studies frequencies of letters and group of letters in a given ciphertext. For
example, if you have got a message encrypted using the simple substitution
cipher that you want to break, you can use frequency analysis. Each letter of
the plaintext is replaced with another, and any particular letter in the plaintext
will always be transformed into the same letter in the ciphertext. You can still
recognise the original letter, because the frequency characteristics of the
original letter will be passed on the new letters. Usually, cryptanalyst may
need to try several combinations of mappings between ciphertext and
plaintext letters, before he/she discovers the original plaintext.

Letter frequencies are also important for design of some keyboard
layouts like Dvorak Simplified Keyboard, for several games like Scrable, for
data-compression techniques such as Huffman coding, etc.

Letter frequencies for the English can be found in several sources, like
[1, 2], for German in [3], for Spanish in [4], for Italian in [5], etc. The absence
of similar results for the Macedonian language was our basic motivation for
this study.

25 Letter frequency distribution
In our experiments, we use approximately 15000 pages of written text, or
more accurate: 2000 pages of prose and poetry, 1700 pages of drama, 2000
pages of natural sciences (geology, mining, geography, etc), 1400 pages of
social sciences (history, pedagogy, etc), 1400 pages of law, 3000 pages of
different laws, 1600 pages of economy and 2000 pages of computer science.
Obtained results for Macedonian letter frequency distribution are
given in Table 1. Obtained relative frequencies of letters, ordered by
Macedonian alphabet and by frequencies, are shown on Figure 1 and 2,
respectively.
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Figure 1 Relative frequencies of letters in text

Table 1 Macedonian letter frequency

-
®
=
(]
o

Count Frequency
3.819.909 | 13,293%
3.068.901 | 10,679%
2.632.308 | 9,160%
2.570.604 | 8,945%
2.144.354 | 7,462%
2.033.735 | 7,077%
1.462.718 | 5,090%
1.365.208 | 4,751%
1.247.904 | 4,343%
1.123.847 | 3,911%
1.055.096 | 3,672%
850.394 | 2,959%
840.787 | 2,926%
663.552 | 2,309%
649.953 | 2,262%
568.707 | 1,979%
434.240 | 1,511%
432.547 | 1,505%
412.019 | 1,434%
265.775 | 0,925%
263.335 | 0,916%
246.244 | 0,857%
163.334 | 0,568%

XEE SN« a3aRBPo0O 9T ms o>
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b 159.379 | 0,555%
> 99.687 0,347%
K 75.905 0,264%
X 41.978 0,146%
r 30.340 0,106%
Ll 7.086 0,025%
b 4.252 0,015%
S 2.708 0,009%

Note that, these frequencies are averages, that means that letter A
will not always constitute 13,293% of all the letters in a text, and may not even
be the most common letter. If you analyse just one sentence, its letter
frequency distribution probably will not match the bar chart above. But if you
pick a longer Macedonian text, the match should be surprisingly good.

By analysing Table 1, one can see that the “top twelve” letters
comprise about 81,3% of the total usage and the “top eight” letters comprise
about 66,5% of the total usage.

Recent analysis show that letter frequencies, tend to vary by subject.
In the Table 2 and on the Figure 3 we give the letter frequency distribution by
examined subjects.

0,14

012 -

0,10 -

0,08

0,06 - |

0,04 - — [ [

L InLE : jﬂ

0,00 ! =
A B BT A4 Ff EMX 3 5 HJ KENMBMHBONPTCTZHRKY ® X U Y yw

Figure 2 Relative frequencies ordered by frequency
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Figure 3 Relative frequencies of letters in text by subjects
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Table 2 Macedonian letter frequency by subjects

Frequen Frequen
FrequenFrequenFrequen Frequen
cy forFrequen Frequen cy for
L. poetry [cy forcy forcy . forey fc)rcy forcy fmcomput
natural social leconom differen
and drama . l: . law ¢ laws er
e science science y science
13,50 | 14,08 | 13,34 | 13,12 | 13,12 | 13,59 | 13,00 | 13,09
Al 7% 1% 1% 9% 7% 1% 0% 9%
1,508 | 1,647 |1,142 | 1,480 | 1,387 |1,363 |1,519 | 1,408
B|% % % % % % % %
4,296 |4,225 |4,098 (4,436 |4,070 | 4,618 |4,844 | 3,914
B | % % % % % % % %
1,869 | 2,102 (1,314 | 1,688 | 1,650 |[1,290 |1,232 | 1,274
ri % % % % % % % %
3,805 | 4,298 |3,435 |3,783 |3,789 |3,988 |4,272 | 3,786
a| % % % % % % % %
0,126 | 0,169 | 0,122 | 0,135 | 0,095 | 0,118 | 0,068 | 0,068
| % % % % % % % %
9,785 | 10,00 |8,912 |8,819 |8,451 |8,418 |8,386 | 9,480
E| % 7% % % % % % %
0,574 | 0,604 |0,592 |0,483 |0,561 |0,532 |0,622 | 0,569
X| % % % % % % % %
1,821 | 1,672 1,762 | 1,656 |2,016 |2,338 |2,281 | 1,970
3| % % % % % % % %
0,038 | 0,017 | 0,006 |0,012 |0,008 | 0,000 |0,002 | 0,003
S | % % % % % % % %
8,215 | 7,579 |9,863 |9,311 | 10,54 |9,168 | 8,580 | 9,578
N % % % % 5% % % %
1,582 | 1,926 |1,514 |1,755 | 1,380 | 1,337 [1,326 | 1,521
J | % % % % % % % %
3,839 | 3,682 |3,666 |3,832 |3,860 |3,406 |3,129 | 4,144
K| % % % % % % % %
2,866 | 3,051 |3,281 |3,302 |2,746 |2,677 |3,046 |2,786
n\ % % % % % % % %
0,045 | 0,047 |0,013 | 0,016 |0,007 |0,002 |0,004 | 0,006
Ib| % % % % % % % %
2,773 | 3,742 | 2,453 | 2,271 | 2,353 | 1,790 | 1,543 | 2,481
M| % % % % % % % %
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6,644 | 5,744 | 7,306 |6,865 |6,958 |7,736 |8,114 | 6,407
H| % % % % % % % %
0,239 |0,130 |0,512 |0,398 | 0,620 | 0,749 | 0,792 | 0,657
b % % % % % % % %
10,81 | 10,31 |10,32 | 11,13 | 9,985 |10,74 | 11,40 | 10,30
0| 1% 5% 3% 5% % 2% 1% 0%
2,722 | 2455 |2912 | 2,703 |3,289 |2,982 |3,024 | 3,024
ni% % % % % % % %
4,303 | 4,436 |5448 (4,679 |5,464 |5311 |5095 | 5,601
P|% % % % % % % %
4,902 |4,653 |4,971 4,888 |4,084 |4,814 |4910 | 4,794
C|% % % % % % % %
7,456 (6,726 | 7,732 | 7,494 | 7,507 |7,543 |7,220 | 7,866
T |% % % % % % % %
0,410 | 0,556 |0,146 |0,272 | 0,280 | 0,187 | 0,166 | 0,242
K| % % % % % % % %
2,292 2,469 |2,039 |2,263 |2,527 |2,328 |2,317 | 1,904
Y | % % % % % % % %
0,214 | 0,270 | 0,380 |0,320 | 0,463 | 0,311 | 0,263 | 0,513
D% % % % % % % %
0,119 |0,118 | 0,324 |0,200 |0,131 | 0,114 | 0,114 | 0,099
X | % % % % % % % %
0,585 |0,562 |0,827 |0,777 |0,989 | 1,043 |0,869 | 1,015
Ul % % % % % % % %
0,993 (0,983 |0,849 | 0,919 | 0,894 |0,797 |1,128 |0,770
Y|l % % % % % % % %
0,032 | 0,063 | 0,007 |0,026 |0,0563 |0,013 |0,010 |0,011
W% % % % % % % %
1,629 | 1,672 | 0,708 |0,952 |0,710 |0,693 | 0,724 | 0,710
Wi % % % % % % % %

26 Bigram and trigram frequency distribution

For cryptanalysis, more complex use of statistics can be achieved made, such
as considering frequency of pairs of letters (digrams or bigrams or digraphs),
triplets (trigrams), and so on. This provide more information to the
cryptanalyst, for instance, Hb and E nearly always occur together in that order

in Macedonian language, even though Hb itself is rare.
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Bigram and trigram frequency distribution for Macedonian language
are presented in Table 3. “Top twenty” bigrams in Macedonian language
comprise about 31,2% of the total usage and “top ten” bigrams comprise
about 18,3% of the total usage.

Table 3 “Top thirty” bigrams and trigrams in Macedonian language ordered
by frequencies

Bigrams | Count | Frequency Trigrams | Count | Frequency
HA 752.140 | 3,235% UTE 227.851 | 1,261%
AT 432.434 | 1,860% ATA 207.369 | 1,147%
TA 420.266 | 1,808% YBA 203.097 | 1,124%
HU 410.148 | 1,764% NJA 128.096 | 0,709%
TE 399.981 | 1,721% AHE 115.397 | 0,639%
PA 392.436 | 1,688% CTA 110.629 | 0,612%
oT 375.777 | 1,616% OCT 104.699 | 0,579%
CT 375.112 | 1,614% BAH 87.284 | 0,483%
TO 358.245 | 1,541% nePo 86.551 | 0,479%
KO 338.492 | 1,456% MNPE 86.010 | 0,476%
BA 338.320 | 1,455% ETO 77.521 | 0,429%
BO 335.956 | 1,445% UCT 74.462 | 0,412%
EH 328.730 | 1,414% PE[ 73.494 | 0,407%
on 319.684 | 1,375% AKO 73.165 | 0,405%
ne 295.522 | 1,271% HAT 71.059 | 0,393%
PE 286.956 | 1,234% UPA 66.287 | 0,367%
KA 282.442 | 1,215% wTo 65.471 | 0,362%
nT 278.301 | 1,197% HOC 64.349 | 0,356%
no 276.883 | 1,191% EHU 64.270 | 0,356%
HO 269.854 | 1,161% AHU 62.884 | 0,348%
3A 261.579 | 1,125% nPU 61.401 | 0,340%
OA 228.540 | 0,983% noT 59.740 | 0,331%
JA 228.029 | 0,981% HUT 59.468 | 0,329%
CE 222.786 | 0,958% oTO 58.371 | 0,323%
YB 209.417 | 0,901% AAT 57.511 | 0,318%
PU 207.967 | 0,895% (0]217 55.883 | 0,309%
OB 206.159 | 0,887% PAH 55.117 | 0,305%
™ 203.082 | 0,874% MHA 55.035 | 0,305%
mm 199.693 | 0,859% CKH 53.291 | 0,295%
PO 195.123 | 0,839% MEH 52.775 | 0,292%
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“Top twenty” trigrams in Macedonian language comprise about
11,3% of the total usage and “top ten” bigrams comprise about 7,5% of the
total usage.

9 Letter frequency distribution from the Macedonian dictionary

We examined also the Macedonian letter frequency distribution for more than
80000 Macedonian basic words from the Macedonian dictionary [6, 7, 8, 9].
Obtained results are given in Table 4.

Another interesting analysis about letters is the letter frequency of the
most common first letter in words and most common last letter in words. We
use the same sample from the dictionary for this analysis, and results are
presented in Table 5. It is interesting that approximately 73% of all the
examined words finished with a vocal. In 27,327% of examined words that
vocal is A, and in 22,581% the vocal is . The most frequent first letter in word
with 23,880% is 1.

Table 4 Macedonian letter frequency for words in the Macedonian dictionary.

-
D
-
-,
®
=

Count | Frequency

92.952 | 12,996%
61.135 | 8,548%
59.170 | 8,273%
52.885 | 7,394%
47.300 | 6,613%
40.902 | 5,719%
38.244 | 5,347%
34.068 | 4,763%
32.226 | 4,506%
31.793 | 4,445%
31.193 | 4,361%
26.045 | 3,642%
23.945 | 3,348%
19.002 | 2,657%
17.290 | 2,417%
16.998 | 2,377%
14.103 | 1,972%
11.233 | 1,571%
10.807 | 1,511%

Fl=2<|®wBax03-H< o voms >
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10.620 | 1,485%
10.058 | 1,406%
9.690 | 1,355%
6.660 | 0,931%
6.415 | 0,897%
4.046 | 0,566%
3.018 | 0,422%
1.281 | 0,179%
793 0,111%
545 0,076%
478 0,067%
327 0,046%

7@ HE|X| 8| X EE|l£| Do

Table 5: Letter frequency of the most common first and last letter in words.

First letter Last letter
Letter | Frequency | Letter | Frequency
n 23,880% A 27,327%
C 8,769% n 22,581%
H 6,901% E 19,262%
3 6,220% H 7,562%
P 5,814% T 6,023%
K 5,458% o) 3,733%
o) 5,127% K 2,648%
a 4,294% P 2,520%
" 3,974% B 1,746%
b 3,607% M 1,205%
B 3,446% n 0,894%
M 3,251% U 0,828%
T 2,742% Y 0,651%
r 2,564% C 0,615%
A 2,092% a 0,444%
Yy 1,612% r 0,380%
n 1,513% J 0,269%
L 1,489% n 0,241%
(o} 1,256% 1] 0,212%
E 1,182% 3 0,209%
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Y 1,097% X 0,155%
L 0,920% o 0,150%
X 0,724% y 0,114%
X 0,723% b 0,097%
J 0,521% X 0,073%
LI 0,274% K 0,023%
S 0,180% b 0,018%
K 0,175% Ll 0,009%
r 0,130% ) ~) 0,007%
b 0,057% r 0,004%
;) 0,009% S 0,000%

10 Conclusion

In this paper we investigate the frequency distribution of letters, bigrams and
trigrams in the Macedonian language and in the Macedonian dictionary, too.
We investigate, letter frequency of the most common first letter and last letter

in basic words from the Macedonian dictionary, also.
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Abstract: This document describes the creation of a generic metadata model
prototype, combining the principles of Generic Modeling and Data Vault
architectures.
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27 Introduction
Metadata is essential component for the correct operation and further
development of a BI/DWH-system. Despite this fact, most organizations do
not have centralized processing and management of metadata. The main
reasons for this fact are defined as:
e no established standards™ - every software vendor has its approach
to the preservation and management of metadata.
e additional resources and investments - resulting from a complex
concept and implementation for centralized management of metadata.
e lack of clear understanding about the benefits which could bring a
centralized management of the metadata.

For the reasons above, the goal of this paper is to design and
implement a prototype for a generic metadata model which can be used for
the creation of central repository for management of metadata with the
following characteristics:

e universal model which can accept any type of metadata and so give a
single point of view over all objects, business rules, processes and
their dependencies throughout the systems in the organization.

e optimized and flexible structure with relative small amount of tables,
which will facilitate the maintenance and reduce the costs of
ownership.

e historization of the metadata with the ability to track changes and
recover old versions of the data.

28 Conception
Meta data is often defined as “data about data”. This definition is rather
abstract and can be interpreted differently in different context. But at this
ambiguous aspect of the definition are expressed its accuracy and content.
This is data that emerge from the modeling of certain objects and links
between them in a given abstraction level and context. The model in every
subsequent abstraction level is the meta model of the previous one. On fig. 1
is presented the dependence of models and meta data at various abstraction
levels.

The real objects exist in the real world of abstract level 0. The model
of the real object is abstract (simplified) image for a particular purpose' in a
given context. With the modeling of real objects in the first abstraction level a

** Metadata standards: DDI, ISO 19115, 1SO 19506, ISO 23081, MARC, CWM and many others.
*“The purpose of modeling can be simulation, explanation, etc.
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model 1 was created, which consists of metadata about the real object. A
consequent modeling of the model 1 at the second level is a model 2, which
in turn consists of a metadata from model 1. In the context of a real object,
model 2 is its meta model and model 3 its meta meta model, which in turn is
a model of a model 2 and meta model of model 1. Each model in fig. 1 has

Abstraction Level 0 Abstraction Level 1 Abstraction Level 2 Abstraction Level 3
Meta Data of Meta Data Meta Data
Real Object of Model 1 of Model 2
/\\/r\
Modeling Modeling Modeling
Real Object | el Object,] Model 1 Model 1 Model 2 { Model 2

Model from
Real Object

Meta Model from
Real Object

Meta Meta Model
from Real Object

Figure 1 Models and Metadata

its own convention and language model'. By building a meta model on a
higher abstraction level we can combine or consolidate different models
having different conventions, semantics and meta data.

Meta data that arise from the modeling of objects and related
processes are defined as structural metadata. Depending on the area of its
origin, the data is classified as technical and business metadata. For example,
technical metadata can serve as a description of a table that consists of
columns of certain specific format. Example of business metadata could be
the definition of a customer - which is a natural or legal person with certain
attributes that has purchased a given product or service. The structural
metadata gives the user the ability to navigate through its structure and in this
way to get an understanding of the real objects without ever having touched
them.

Structural metadata is a relatively static data, dependent on how often
the underlying object or its model changes. Related objects however undergo
changes mainly in the long run. In contrast, metadata derived from the
interaction'® of the objects is dynamic in nature and is known as operational
metadata. Operational metadata could be statistics that describe events and

** The various conventions and language modeling are represented by the different forms of fig. 1.
" In this case the interaction between the objects is modeled.
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processes related to the real objects. Depending on the area of its origin,
metadata is also classified as technical or business. On fig. 2 is presented a
classification of technical/business and structural/operational metadata.

In order to manage metadata with different origin and classification
type the corresponding model has to be created in a high abstraction level
with generic architecture. This will allow the creation of one single generic
model for every type of metadata.

e Structure and Definitions of|e  Statistics of the Business

business Objects and Objects and Measures
Measures (Customer, ROI, |e Patterns and Frequencies
Business etc.) of Business Usage

Metadata |® Business Rules (whatto doje Data Quality Statistics
if Customer XYZ does or |e Etc.
doesn’t do smth.)

e Etc.
e Data Models ¢ Runtime Data
e Source- and Target- e Storage Data
Systems e Patterns and Frequencies
Technical |® Domain Values of Data Access
Metadata |® Dependencies e Etc.
e FEtc.

Figure 2 Classification of Metadata'’

The purpose of the Generic Modeling [2] is that some parts of the
model or the whole model could be reused in other models without any or with
minor local changes. In addition to this requirement changes of the data
model should be minimized or avoided if possible, even with changing
business rules. To achieve this goal the business model is divided to business
rules and independent from them generic data model. In order for the model
to be generic, the architect should follow the principles of generic design: [3]

1. Candidate attributes should be treated as representing
relationships to other entity types.

2. Entities should have a local identifier within a database or
exchange file. These should be artificial and managed to be
unique. Relationships should not be used as part of the local
identifier.

3. Activities, associations and event-effects should be represented
by entity types (not relationships or attributes).

4. Relationships (in the entity/relationship sense) should only be
used to express the involvement of entity types with activities or
associations.

" For other examples of metadata ref. [1].
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5. Entity types should represent, and be named after, the underlying
nature of an object, not the role it plays in a particular context.

6. Entity types should be part of a subtype/super type hierarchy of
generic entity types in order to define a universal context for the
model.

The model produced with the Generic Modeling architecture is
capable to adapt changes of business rules without any or with minor local
changes. Its standardization [4, 5] allows it to be combined with other generic
models and to be exchanged [6] between different organizations. Data is
presented very consistently without any denormalization, which leads to the
elimination of any anomalies.

Despite the advantages of this approach there are also some
drawbacks. Mostly, they are reflected in the complexity of the data model.
Large number of entity classes'® and their relations leads to extremely large
and complex data models that are practically incomprehensible in scope and
can be managed only with a specialized software. The extensive
normalization of the generic models leads to significantly lower performance
of the queries.

To avoid these disadvantages we'll apply the Generic Modeling
principles to the Data Vault (DV) [7, 8] architecture. The DV-architecture is
optimized for storage and handling of the so called raw data and consists of
three main types of entities: Hubs, Satellites and Links.

Hubs consist of lists of unique business keys. Example of hub can be
the table of the entity Product which will contain all ProductNr (product
numbers) of products that are known in the system as well as several
technical attributes which are recorded by the ETL-processes and can be
used for control such as: SQN, LOAD_DTS, EXTRACT_DTS and REC_SRC
- sequence, load date timestamp, extract date timestamp and record source.

Satellites consist of descriptive data for business keys and/or their
associations. They are built in the form of slowly changing dimensions (SCD
2) [9] and contain all historized information about the hubs or connections
including the technical attributes listed above and LOAD_END_DTS - load
end date timestamp, which contains the date on which the data set got a new
version in its history.

Links in their turn consist of unique lists of associations which are
representing the relations of two or more business keys. Basically they define
the interactions between business objects which are represented by the hubs.

*® For ISO 15926 there are more than 10.000 predefined entity classes.
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On fig. 3 are listed the basic elements of the DV-architecture, which in this
case consist of three hubs Product, Customer and Order with their satellites
related with a link which records the history of the their relations.
With the separation of the attributes in hubs, satellites an links, DV
present a highly flexible architecture with the following characteristics:
e changes in the data model is mostly carried out by adding
additional links and satellites.
o different models can be just put together with creating of
additional links and satellites.
e historization is done only within the highly denormalized
satellites, which allows effective management of their life
cycle.

Customer Records a history Product
B of the interaction B

Sat

Product H Sat

Sat

‘ Sat H Customer

sat | Fw

Sat

Order H Sat ‘\

Hub
List of UNIQUE business keys

Link
List of UNIQUE ralationships between keys

. U F(x)
Satellite Sat

Historical descriptive data

o
3 |
Q.
[
=

Figure 3 Example Data Vault ([8] p. 20)

e classification of the tables makes easier the navigation and
orientation through the model and facilitates the
standardization of the ETL-processes.

e model is optimized for storing the data but not for query the
data. However, the advantages of this architecture outweighed
this disadvantage.

By combining the principles of Generic Modeling with the Data Vault
structure we can create a model which is generic enough to contain all kind
of metadata and still be manageable.
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29 Implementation

To achieve our goal we'll start the modeling in a high abstraction level. Every
single object, which can exist alone will be presented as an object within the
hub H_OBJECT and will have certain attributes respectively in the hub
H_ATTRIBUTE. Objects and attributes will have certain types
H_OBJECT_TYPE and H_ATTRIBUTE_TYPE. On fig. 4 is presented the
first draft of the model.

Every object can have any number of attributes, and each attribute
can be owned by any number of objects. Relationship between the entities
objects and attributes will have cardinality (n:m) and be implemented through
an additional entity L_OBJECT_ATTRIBUTE. In the same way will be
expressed the relationships between all other entities. Thus will observe the
third and fourth principle of Generic Modeling that require activities and
associations to be modeled with separate entities which are the links.
Relations between the attribute type and attribute
L_ATTRIBUTE_ATTRIBUTE_TYPE and object with object type
L_OBJECT_OBJECT_TYPE are modeled on the same principle. Object
types can also have attributes, which is modeled by their relation on the

‘ H_ATTRIEUTE_TYPE D‘ | L_ATIRIBUTE_DBJECT_TYPE Dl: H_OBJECT_TYPE D‘
[ T

i
L_OBJECT_DBJECT_TYFE  []

‘ H_ATTRIBUTE B 0 L_DBJECT_ATTRIBUTE Dl 0 H_OBJECT D‘
" T

| \
Figure 4 First Draft of the Generic Metadata Model

same principle. Object types can also have attributes, with the link
L_ATTRIBUTE_OBJECT_TYPE.

All of the entities are named after their main character, which is the
requirement of the fifth generic principle. The prefixes H-HUB and L-LINK are
implying their use which is a hub and a link. Every entity model will have an
artificial primary key (technical key), which is the second principle of the
Generic Modeling. Because of the fact that technical keys do not change or
change extremely seldom, modeling with hub and links results in one
extremely stable and yet flexible architecture. Changes in the structure of the
model are implemented mainly by adding new hubs which interact with other
with the help of new links without changing the consistency in the rest of the
model.
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The sixth principle of the Generic Modeling demands that the entities
have to be a part of sub/super type hierarchy to determine the universal
context of their design. To satisfy this principle and extend the meaning of the
relation in the model will be added the entities H_RALATION and type of
relation hub H_RELATION TYPE, as well as the links
L_OBJECT_RELATION_TYPE, L_OBJECT_RELATION and
L_OBJECT_RELATION_TYPE representing the relations, shown on fig. 5:

‘ H_ATIRIBUTE =] L_OBJECT ATIRIEUTE [ 0 H_OBJECT DH—O{ L_OBJECT_RELATION DLO H_RELATION D‘
\ I o 0 [

Figure 5 Second Draft of the Generic Metadata Model

The hubs H_RELATION_TYPE and H_RELATION are used to
classify all possible kinds of references - hierarchies, associations, relations,
connections, etc. between the entities H_OBJECT and H_OBJECT_TYPE.
The relations will be provided by the hub H_RELATION and the links
L_OBJECT_RELATION and L_OBJECT_RELATION\_TYPE, which will be
done by double referencing the hub with H_OBJECT and H_OBJECT_TYPE.
The double reference will be done with two foreign keys in the link, both of
which will referencing the primary key of the corresponding hub. With the use
of hub H_RELATION the reference will be performed in a certain context,
which satisfies the requirement of universal context of design.

A detailed presentation of the link L_OBJECT_RELATION with the
hubs H_OBJECT and H_RELATION is shown on fig. 6:'°

=

Figure 6 Second Draft of the Generic Metadata Model

Hub H_OBJECT has an artificial primary key H_OBJECT _ID and one
composite business key?® consisting of SOURCE_KEY and OBJECT_KEY.
SOURCE_KEY is the key of the source from which the object keys have been

The link L_OBJECT_RELATION_TYPE is modeled in the same way.
* The combination of SOURCE_KEY and OBJECT_KEY must be unique.
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imported. The key is composite because the business keys of different objects
from different sources may have the same values. H_OBJECT is the only hub
with a composite business key. All other hubs have one artificial primary key,
one business key and two technical attributes LOAD_DTS and
RECORD_SOURCE, which are common attributes?' in the Data Vault
modeling representing the date on load and source of the data.

Link L_OBJECT_RALATION has one attribute
L_OBJECT_RELATION_ID which plays the role of an artificial primary key
and a combination of three foreign keys, one to the primary key of hub
H_RELATION and two to the primary key of hub H_OBJECT (H_OBJECT_ID
and REL_H_OBJECT_ID).? This modeling technique could be applied to
model a hierarchy with unlimited depth and structure. To demonstrate this
approach let's model an organization with the following characteristics:

¢ the organization O1 is divided into two main departments D1
and D2.
e the business activity of department D2 take place in two
regions, which are managed by the units U1 and U2.
e with expanding the organization in the future an emergence of
new departments and units is expected.
e both new and old departments and units may also have their
subdivisions.
e the organization's structure should remain flexible, allowing
reformation of departments, units, divisions and subdivisions.
[ )
The model of the described above structure is a hierarchy with levels
of certain elements that can be represented as follows:

Organization
01
Department 1
D1

Department 2

Unit 1 Unit 2
U1l u2

Figure 7 Organization's Structure: Organization, Department, Unit

* LOAD_DTS and RECORD_SOURCE are used in all hubs, links and satellites in the model.
% The other links in the model have the same standardized structure similar to L_OBJECT_RALATION.
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The metadata for the model shown on fig. 7, will be inserted in link
L_OBJECT_RALATION and hubs H_OBJECT and H_RALATION is
presented on fig. 8:

H_OBJECT

H_OBJECT_ID _|SOURCE_KEY OBJECT_KEY LoAD DTS RECORD_SOURCE
* 010z o1 01.01.2012|FINANCE
2|xvz D1 01.01.2012|FINANCE
.o oz D2 01.01.2012|FINANCE
e UL 01.01.2012]FINANCE
Sl U2 01.01.2012|FINANCE
I
L_OBJECT_RELATION
L_OBJECT_RELATION_ID |H_OBJECT ID__|REL_H ORJECK ID_[H_RELATION ID__|LOAD_DTS RECORD_SOURCE
1 1] e P 1 01.01.2012|FINANCE
2 v 1] e A 1 01.01.2012|FINANCE
3 v 3 N4 7 1 01.01.2012|FINANCE
v 3 R 1 01.01.2012[FINANCE
il
H_RELATION
H_RELATION_ID/ [RELATION_KEY _ |LOAD DTS RECORD_SOURCE
7 am 40903 INTERNAL

Figure 8 Organization's Structure: Organization, Department, Unit

In hub H_OBJECT is inserted the metadata of organization,
departments and units. The primary keys are doubled referenced in the link
L_OBJECT_RALATION as foreign keys, modeling a hierarchy between
them. In H_OBJECT_ID are placed the keys of the parent element, while the
REL_H_OBJECT_ID these of their direct descendants. A reference to
H\_RALATION classifies the relationship between the object and its related
object as “parent-child”. By expanding the organization's new departments
and units will be added at the appropriate level and their metadata will be
loaded accordingly.

Presented at this stage entity types are the hub and the link that
contain only business keys of real objects and the relations between them.
Metadata however comprises not only business keys, but many additional
attributes. Typical of these attributes is that they describe the real objects and
their references and change over time. In the Data Vault modeling all
attributes of this type are placed in the satellites, which are referencing a hub
or connection. On fig. 9 are shown the corresponding satellites for the hub
H_OBJECT and link L_OBJECT_RALATION:
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L_OBJECT_RELATION =]

wsalumns
H_OBJECT H “FK L_DBJECT_RELATION_ID :NUMBER(1S)
“FK H_DBJECT_ID :HUMBER(1S)
ecollin i) *FK REL_H_DBJECT_|D _NUMBER(15)
“FK H_OBJECT_ID :NUMBER(IS) = Tl AT T, ST
* S0URCE_KEY MARCHARZ(25E) *—-—(—ZLDAD TS {DATE = sysdate
EMIEET (RER WRS R 04 RECORD_SOURCE VARCHAR2(Z56)
LOAD_GTS DATE = sysdate
RECORD_SOURCE :VARCHARZ(255)

«PKn

)¢+ PK_L_OBJECT RELATIONNUMBER)
+  PK_H_DBJECT(NUMBER) «FKe
+  FK_L_OBJECT_H_DBJECT(NUMBER)
aunigues + FK_L_OBJEGCT_REL_H_OBJECT(NUMBER)

+  UQ_H_OBJECT_SOURCE_KEY(VARCHARZ, VARCHARZ) + FKOL OBUECT REL_H_RELATICHUMBER)

«uniques
+  UQ_L_0BJECT_RELAT_H_DBJECT_ID(NUMBER, NUMBER, NUMBER)

I I

5_0BJECT B S_OBJECT_RELATION B
wcolumns woolumnz
"PK S_OBJECT_ID :NUMBERIS) *PK S_DBJECT_RELATION_ID :NUMBERCIS)
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Figure 9 H_OBJECT, L_OBJECT_RALATION, S_OBJECT and
S_OBJECT_RALATION

The cardinality of hubs and links to their satellites is (1:n), every
primary key has at least one reference key in its satellite. The satellites are
built on the principle of slowly changing dimension (SCD 2) and contains the
entire history of the hub or connection. With the satellites to their
corresponding hubs and links the model can be presented in its final shape,
which is shown on fig. 10

The presented satellite’s attributes can be extended for the different
requirements and needs. In addition there could be more satellites for one
hub or link, containing completely different business attributes. This approach
is often applied for the data which is coming from different sources.
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11 Concluding Remarks

With adopting of the presented generic metadata repository the organizations
may lay the foundations of a centralized and efficient management of all types
of models and metadata. Thus it is possible cataloging of technical and
business processes in the organization, monitoring the structural dependence
and changes, restoring their old versions and changes. The presented model
has been designed generic and can be extended or adapted to the
requirements of the organization. Standardized structure and typing of the
entities contribute to rapid orientation in the model and allow the
establishment of standard methods and processes for their loading and
query. This in turn reduces the cost of implementation and administration and
contributes to optimal use of available resources, which are often quite limited
in the organizations. Generic concept of modeling is suitable not only for
metadata repository, but also for models that will be created for transactional
and master data.
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ECONOMIC VALUE OF INFORMATION SYSTEMS IN PRODUCTION
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Abstract

In this paper will be shown the application of information systems and
technologies in production processes in modern conditions (production). The
successful implementation of goals and objectives of the enterprise depends
on its effective use of information resources. Information resources are the
basis for their strategic success. Information support of the enterprise
depends not only on the availability of information resources and
opportunities and implementation of information innovation, streamline
information flows of the company, the issues of its effective information
interaction with market players. Information support of the enterprise depends
not only on the availability of information resources and opportunities and
implementation of information innovation, streamline information flows of the
company, the issues of its effective information interaction with market
players as Bulgaria, Macedonia, Serbia, Croatia.

Keywords: information, resources, knowledge, data, providing, method,
system, innovations, estimation, infrastructure, space, enterprise, product,
forming, informative streams.

Introduction

One of the basic concepts of normal business is management
activities. Management as a philosophy of modern business, quality
management and economic decision-making directly related to the presence
of complete, timely and accurate information about market demand for goods,
consumer tastes, market conditions, competitors' actions, etc., as well as the
performance object management. Significant amounts of information
associated with prompt payments, search and providing relevant information
for managers making decisions requiring the need for new, modern
information technology.
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Information resources are the basis for activities of enterprises in EU,
they define their strategic success. Background information support of
business formed under the direct influence of factors of external and internal
environment and focusing the company on growing information resources
used for management.

Information support of the enterprise depends not only on the
availability of information resources and opportunities and implementation of
information innovation, streamline information flows of the company, the
issues of its effective information interaction with market players. Information
support of the enterprise depends not only on the availability of information
resources and opportunities and implementation of information innovation,
streamline information flows of the company.

Up to date, the characteristics of informational support of the
enterprise paid insufficient attention both in theoretical and in practical
aspects.The aim of the investigation is to develop theoretical, methodological
and practical recommendations for activities of the enterprise. To achieve this
goal have been resolved following objectives:

e The essence of information and for activities of industry in EU and the
necessity for activities of the enterprise and its main objective;

e The possibility of development of information support on national and
regional levels on the example of the Bulgarian company;

e Analyzed the structure and dynamics of market information products
and services in EU;

Functional-based approach methods

Methodological basis of the paper is a collection of ways scientific
knowledge, and general scientific principles, methods and techniques used in
the study process. The theoretical basis of scientific work were EU scientists
in the field of management and information support its activities.

This paper uses system-structural analysis (features and the role of
information resources in modern enterprises, the analysis of market
information products and services in EU), procedural and situational
approaches (with the justification necessary for activities of the enterprise,
while developing a coherent organization of information support enterprise
development), functional-based approach (the development of fundamental
approaches to the formation of enterprise information space), dynamic
methods, theory, simulation and optimization method (the construction of
information and control system, the formation of decision support systems),
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graphical methods, methods for expert evaluation, system analysis and
modeling (in developing ways to evaluate and select information innovations).

Scientific novelty of the results

The main scientific result of research is to develop fundamental
approaches to building information-control system, formation of enterprise
information space and the sequence evaluation and selection of information
innovations that are based on the principles and methods of information
theory and information systems and enterprise management. Scientific
novelty of research results is as follows:

e proposed sequence of formation of information and control systems
for industrial businesses, which allows you to build a hierarchical
access to administrative information and optimize their management
structure and its information flows;

o fundamental approaches to industrial enterprise information space
based on his selection of functional and content structure and
structural decomposition of the production process as an object of
management;

e forms and directions for activities of industrial enterprises using the
proposed decision support system based on the formation of
information databases and complex simulation models for enterprises;

¢ methods and forms for activities of the enterprise;

The practical significance of the results

Developed in the paper approaches, methods and results are methodical
base for activities on the basis of principles and methods of information
resources management, information and innovation development. In results
that are most practical importance, are:

e recommendations for the development of enterprise information
infrastructure based on the proposed implementation of a regional
information-analytical framework to support their development,
thereby ensuring consistency and improvement of information
exchange of the market of the Republic of Macedonia;

¢ Recommendations on the evaluation and selection of information
innovations that can solve the problem of a multidimensional
comparison of software products and evaluate risk factors for the
decision on the choice of information innovation.
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The special role of information and information resources of modern
countries and enterprises due to their direct participation in any economic
processes and the ever increasing level of information the market
environment and society in general. The current stage of economic
development requires the use of scientifically-based methods of data
collection, analysis, processing and use of information and its interrelated
forms, which should promote the potential of enterprise information resources
and consistent implementation of its directions of development. Under the
provision of business information refers to a set of forms, methods and tools
of information resources needed to implement and suitable analytical and
administrative procedures to ensure stable operation of the business, its
sustainable development perspective.

Accordingly, in the work using an approach based on the idea of
resource cycle, the main resource characteristics and specific features of
functional information and resources provided by the scheme of their
reproductive cycle (Fig. 1).

At the time, the primary role in this process are information and
Internet technologies that are still classified as "high technology", but actually
has a base that is essential for modern developed economies. The increase
in turnover in foreign trade, particularly in the global fate of cumulative export
is one of the main factors characterizing the sophistication and
competitiveness of national economy, which necessitates the study of
industrial development prospects of each country through use of new
technologies in foreign offices and industrial centers abroad. It is proved that
the search for answers to these and similar questions directly affecting the
different aspects of evaluation and selection of information products or
services offered and identify factors that determine the "quality system" of
information resources. It should be noted that at present no methodology of
quantitative and qualitative assessment of information resources, and
forecasting needs of society in them. This reduces the efficiency of
information as information resources, and increases the duration of the
transition from an industrial to an information society.

The characteristics of the theoretical foundations for activities of the
enterprise allows to determine the possibility of a synergistic effect of the
interaction of information and production areas and increase their
effectiveness and concluded that the impact of this process depends on the
degree conditions and opportunities for activities of enterprises in countries.
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Fig. 1. Reproductive cycle of information resources

Building sustainable market information services in EU began in mid-
50's were at this period the main suppliers of information services were
entirely information services of academic, professional, scientific and
technical societies, government agencies, educational institutions. In EU
today is rapidly forming the market of information products and services. In
recent years a much stronger technical and technological base of information
is increasing sales volume of information, computers, and telecommunication
equipment. Contribution of industries of information and communication
technologies and the amount of information and communication services in
the EU countries today is already about up to 10-25%. Market information and
communication technologies, a major market segments and greatest
information products and services in general has kept growth. Services
market today is still not well developed, but its growth rates are large, as more
consumers willing to pay high price for quality services and service.

In some EU countries, the first stage of deployment of a national
WIMAX network based on Cisco Mobile WiMAX technology and architecture
of IP NGN. Network is based on technology Cisco ® Mobile WIMAX and
Cisco solutions for access and aggregation. By the end of 2009 Max Telecom
plans to have coverage of its network in the home to 90 percent of the
population.

The analysis of main directions of development of EU markets of
information products and services, which allowed to identify the main
components of their structure and features of this information products and
services. It is determined the information needs of the market and level of
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development of advanced information technologies. The proposed sequence
of stages of development and implementation of regional development
programs enterprise information infrastructure of some EU examples (Fig. 2),
which is aimed at providing some of the important tasks of the effective
interaction of market information, improving information support enterprise
development in the region and the formation of their information
infrastructure.

In Fig. 3. Definition of socio-economic impact of the structure and
functioning of such effects increase for activities of enterprises of countries
held by economic and mathematical tools and methods of simulation. The
assessment showed that increasing information of the enterprise significantly
changes the trajectory of its development at every stage of life cycle.
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Fig. 2. Stages of formation and realization of regional development programs
enterprise information infrastructure of Bulgaria
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In the sense formalized integrated structure management, information
transfer and management decisions is the basis of improvement of
management and are based on structural decomposition of the production
process as an object of management, functional management and structuring
of formal documents.
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Business held

Development and management decisions is a complex process,
whose implementation should be based primarily on accurate and
comprehensive information on all management levels. In this context it plays
a special role of information management systems, effectiveness of which
determines the ultimate effectiveness of the functioning of businesses. The
task to enhance the process for activities on the basis of construction of its
information-control system depends, first, of its objectives, functions and
tasks, and second - on the content and consistency of information
management systems. On the efficiency of the process aimed proposed
decision support system, based on a formation of information databases and
complex simulation models for enterprises. Fig. 4.

.
tion:
L

Simulation of
production processes

Structural decompasiton
of industrial process

"~ waking

Fig. 4. Consistency management
decisions with DSS \

Fig. 5. The sequence of formation
of information-control system of
enterprise machines
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Effective management decisions require processing large volumes of
information and the collection, analysis and aggregation of information flows
coming to the enterprise. (Fig. 5).

The problem of designing an efficient structure of information and
control Systems Company in the proposed deal on the basis of the
evolutionary method using genetic algorithms. The functioning of such a
structure of information and control systems to optimize enterprise
management and information flow and its standard processes. One of the
main criteria optimization criterion defined time performance of typical data
processing procedures.

To improve information support for enterprises in the paper suggested
the main directions of assessment and selection of information innovation.
Proved that the evaluation and selection of information innovations is a
difficult task for multi commercial solution is selected in the basic classes of
innovative information systems and provided their estimates based on the
proposed principles and criteria.

Given sufficient diversity of modern market information products and
services as of the assessment team identified the following information
innovations, like software, and proposes a way to value them. A multiple
comparison procedure involves the use of both quantitative estimates and
qualitative expressed in descriptive categories, which enhances the analysis
by obtaining estimates for criteria that cannot expose quantitative
measurements. These estimates form the scale of measurement is the basis
for decisions on selection of software. (Table 1).

FP PP-1 PP-2 PP-3 PP-4 PP-5

Criteria B|CIN|B|C|N|B|CIN|B|C|N|B|C|N

1. Versatility
2. Integrating > s
3. Modularity r r’ -
4. Sophistication, v

5. Reliability | 2
6. Privacy policy { 4

A

7. Compliance with
technical standards ™
8. Qualification

9. Cost PP r )
10. Cost of service “] ‘
11 Economic l [T

efficiency o

Designation of priorities: B — high, C — average, N - is low.

According to the principles of multidimensional comparison for each
pair of software products designed indicators match and inconsistencies by
building a matrix of risk.
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CONCLUSIONS

The paper on the basis of studies carried out theoretical studies and
practical solution to current scientific and practical tasks to improve
information of the enterprise. Key findings and results that were obtained
during the research, are as such.

1. The special role of information and information resources in modern
enterprises of the EU, due to their direct participation in economic processes
and the ever increasing level of information the market environment and
society in general.

2. Determined that information for the enterprise should be based on the
complex use of potential and existing information resources.

3. Courtesy of the general characteristics of information resources and
formed the basic approaches to evaluation using an information approach,
theories of information resources and economic information and
implementation of these approaches.

4. The organizational-economic model of a single regional information-
analytical framework to support the development of industrial enterprises.
Determined the effect of the functioning of this structure and the impact of
information increase the activity of enterprises using economic and
mathematical tools and methods of simulation.

5. A decision support system, which is forming the basis of information
databases and complex simulation models for enterprises. On the basis of
this system model of decision making in production by building a set of
management information and use of industrial engineering resources.

The method of evaluation and selection of information innovation by
building an appropriate model, evaluation and selection of software and the
sequence information of this procedure in view of risk factor. The role of
information and informative resources in activity of modern enterprises,
conditioned by their direct participation in economic processes and constantly
increasing level of informatization of market environment and society on the
whole. It is definite, that the informative providing of activity of enterprise must
be based on the complex use of informative resources potential and present
taking into account their basic features of each EU country.
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TUNING PID CONTROLLING PARAMETERS FOR DC MOTOR SPEED
REGULATION

Done Stojanov’

"Faculty of Computer Science, University ,,Goce Delcev’ — Stip,
done.stojanov@ugd.edu.mk

Abstract. Modern robots are sophisticated and complex systems, composed
of: sensors, high-speed processors and actuators. Different size DC electrical
motors are used as actuators, converting electrical energy into mechanical
movement. Without them, robots can't perform movements, what is
completely on the contrary on modern robotics concepts. Motor speed
regulation is an important engineering task. Having appropriately tuned the
controller, the desired speed is reached in a short time interval, with minimum
speed overshoot. Tuning motor speed controlling parameters in order to
reach the desired speed within a short time interval, keeping speed’s
overshoot as small as possible is discussed in this paper. The paper
demonstrates how the general Black-Box methodology can be applied for that
purpose. Speed’s simulations are performed in Matlab, having connected PID
controller and DC electrical motor in a closed-loop unity feedback control
system.

Keywords: robotics, Black-Box methodology, actuator, optimal speed
control.
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30 Introduction

The parameters of the first process controller were defined by A. Callendar
[2] in 1934. Callendar's work demonstrates how proportional-derivate (PD)
controlling parameters can be set up for control of integration plus delay (IDP)
modeled process. Few years after, tuning rules for setting up proportional-
integral (Pl) and proportional-integral-derivate (PID) controller [1] were
revealed. Since then Pl and PID controllers have become widely used in the
industry. According H. Takatsu and T. ltoh [4], approximately 95% of
controllers are of Pl or PID type.

Direct current (DC) electrical motors are widely used in industrial
applications including mechatronics, automobile, robotics and aerospace
systems [3,6]. DC motor speed control is one of the fundamental engineering
tasks. It can be regulated by a PID controller, setting up appropriately: the
proportional, integral and the derivate gain. The proportional term provides an
overall control action proportional to the error signal. The integral term
reduces steady-state errors, while the derivate term improves the settling time
[5].

In this paper, DC motor speed control is considered, using as a
regulator PID controller. Based on the Black-Box methodology, PID
controlling parameters are dynamically changed in order to reach motor’s
desired speed, holding speed’s overshoot and the settling time under certain
threshold. Speed’s simulations are performed on a concrete DC motor, for
different values of the proportional, integral and derivate gain, according to
the presented approach.

31 Preliminaries

A closed-loop unity feedback control system (Fig. 1) is considered, composed
of PID controller and DC motor as an actuator. Tachogenerator measures
motor speed, generating speed-proportional output voltage. Its transfer

k,
function equals 1. PID controller transfer function is C(s) =k, +—+k,s .
s

Speed’s rise time, defined as the time needed for reaching 90% of the steady
value for the first time, is highly influenced by the value of the proportional

gain - k,. By changing the integral gain - k., the steady-state error can be
reduced or completely eliminated. Speed’s overshoot and the settling time
are controlled by k, - the derivate gain. Speed’s overshoot is defined as a

difference between the peak and the steady value, while the setting time is
the time needed for reaching steady value of the parameter being controlled,
which in this case is motor speed.
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K
JLs* + (JR+ Lb)s+ K> +bR '

where K is motor’s constant, J is the moment of inertia, strictly depending
of rotor’s construction and motor’s load, L is motor’s inductance, R is motor’s
resistance, while b is the damping ratio of the mechanical part. Motor’s
transfer function is derived from equations (1) and (2), applying Laplace
Transformations on (1) and (2), describing motor’s electrical and mechanical

Motor’'s transfer function is M (s) =

do(t
properties. Rotor’s angular displacement is (¢) , motor’s speed E ) is the
output, while the applied voltage v(r) is taken as an input.
( ) do)
v(t)=L——=+Ri(t) + K—— (1)
dt
d’ 9(t) do(t) .
J +b = ki(t 2
dr’ dt © @
v(t}input 4
voltage + -
PID = DC motor == ar
- controller
Tachogenerator

Figure 1 DC motor speed control scheme

32 Main Results

Motor speed should follow input voltagel vI=l s .|, holding the settling time

stac

under certain threshold 7, , with overshoot not greater than os,, rad/s,

where s.. is speed’s steady value, and os,,, is the maximum permitted
overshoot. The overshoot is calculated with the formula os = 5., —s,,,.!, where
S..x IS the peak value of the speed during the transient response.

DC motor's characteristics are given in Table 1. The motor is
controlled by a PID controller, connected in a closed-loop unity feedback
control system as shown on Figure 1. PID controlling parameters should be
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tuned such as the settling time is less than 0.6 s and the overshoot is not
greater than 0.05 rad/s. Using black-box approach, measuring motor’s speed
response for different combinations of PID controlling parameters (Tab. 2),
PID controlling parameters are tuned such as the previous requirements are
satisfied.

For k, =5,k; =5and k, =5, speed’s settling time is 3.95 s (Tab. 2,
Fig. 2). Doubling PID controlling parameters, speed’s settling time equals 3.5
s (Tab. 2, Fig. 2). For k, =100,k, =10 and k, =10, the settling time equals
0.576 seconds (Tab. 2, Fig. 2), what is certainly less than 0.6 s.

Regarding the speed’s overshoot, for k, =5,k, =5and k, =5, the
overshoot equals os = s,,, —s,,. =103-101=03 rad/s (Tab. 2, Fig. 3). For
k,=10,k; =10 and k, =10, it equals |10.1-10|=0.1 rad/s (Tab. 2, Fig. 3).
For k, =100,k, =10 and k; =10, speed’s overshoot equals 0, [10-10|=0
rad/s (Tab. 2, Fig. 3), what is certainly less than 0.05 rad/s.

Table 1 Motor properties
Property Value
J-motor’s inertia 0.01 Kgxm?

|
b-damp ratio 0.00003 Nm/rad/s
K-motor’s constant ~ 0.023 Nm/W™? |
R-Resistance 10 |
L-Inductance 05H |

Table 2 Speed’s settling time and overshoot for different combinations of PID
controlling parameters
Settling time Overshoot (rad/s) Satisfies
constrains

: No

No

100 10 10 0.576 |
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pi=5 =5, k=5
Kp=10,H=10,kd=10

k=100 ki= 10, k=10
Systam: atf stem: eff
'srfr?\!:r?ssca)ﬂ 0.576 e [sac): 3.5 e [s6c): 395
Amplitude: 10 Amplitude: 10 mplitade: 10

Wotor Spaed (adis)
>
T
|

| | | | |
Y 1 2 4 []

Figure 2 DC motor’'s speed settling time for tunning parameters of PID
controller given in Table 2

12

T T T T

Hp=10,H-10, kd=10
Fp=100,ki=10 k=10

System: atf
Sysiam: a1 Trefed vos  Semmoar
A\r.nné;hnasgg; ﬁ,"’“ - mplinida. Amplitide. 10.1
— L}

Motor Spaed (k)
o

/

o | | | |

Figure 3 DC motor's speed overshoot for tunning parameters of PID
controller given in Table 2

For all three different tunning combinations of PID controlling
parameters, the desired speed has been always reached i.e. the steady-state
error equals 0. The desired speed is reached within different time interval
(settling time). Also the speed’s overshoot, defined as a difference between
the maximum and steady value of the speed, is different, for different PID
controller tunning. General engineering tendency is to reach the desired
speed in a short time interval, keeping overshoot as small as possible. If the
PID controller is appropriately tunned, the desired speed is reached in less
than a second, without overshoot. For the DC motor being considered,
tunning PID controlling parameters such as the proportional gain equals 100,
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the derivate and the integral gain equal 10, the desired speed is reached in
approximately half second, without overshoot, what is absolutely acceptable
by engineering viewpoint.

33 Conclusion

The Black-Box methodology, measuring system’s output for different
combinations of controlling parameters, in order to reach the desired output,
has been successfully implemented in the case of a closed-loop unity
feedback control system, composed of PID controller and DC motor as an
actuator. PID controlling parameters are dynamically changed, in order to
reach the desired output — motor speed of 12 rad/s, which has to be reach in
a time interval less than 0.6 s, keeping speed’s overshoot less than 0.05 rad/s.

Combination of PID controlling parameters have been found &, =100,k, =10

and k, =10, such as the desired speed is reached in approximately half

second, without speed overshoot, if DC motor with properties given in Table
1 is used as an actuator.
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Abstract: In this paper a research of the performance of the two variation of
the artificial (transparent) boundaries of Stacey, P3 and P4 has been made
[4]. Boundaries effect is being examined through determining of the relative
reflected seismical energy back to the model. As the reflected energy is
smaller, the boundary is more transparent. Testings are being made with
numerical methods based on central finite differences, CFD, on materials with
different ratio of the propagating velocities of the compressional and
tangential waves C =/ . The testing will show how artificial boundaries

are refer of different values of this ratio and in which case of values smallest
or highest error is obtained [7].

Keywords: Numerical simulation, computational model, partial differential
equations, numerical scheme.

1. Introduction

In the era of supercomputers, obtaining solutions to the many problems
that previously could not be solved become a reality, especially for problems
involving partial differential equations, in which the analytical solution exists
only for the simplest conditions. With the use of numerical methods, a problem
can be solved from the start time until a desired time at all spatial points. Most
popular numerical methods for solving partial differential equations are finite
element method and the method of finite differences. Usually, the finite
element method uses implicit schemes in which the unknown sizes of all
spatial points are determined simultaneously for each time step by solving a
system of linear algebraic equations. In contrast, most computational
schemes based on finite differences are explicit, where the solution is
determined by the solution of the previous time step and the equations are
independent [1]. Solving a complete linear system of N order requires O(N?
) operations while a system of n independent equations is O(N). Because of
this, explicit schemes are preferred in numerical analysis, especially for
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problems involving many equations with many unknowns (where N is large).
Systems that appear in implicit schemes are usually straight and symmetrical,
and so the order of complexity is lower than O(N? ) but still higher than that for
explicit schemes. On the other hand, implicit schemes are unconditionally
stable, not the case with explicit schemes. Furthermore, the final elements as
numerical tool are more useful than final differences for modeling complex
and irregular geometries. However, for problems of large scale [2], that arise
in seismology for example, explicit schemes are recommended because they
are cheaper (require less computer resources) and are easier to implement
in numerical algorithms. In the last few decades, with the rapid development
of computing machines, researchers studying wave phenomena using
computer simulations of mathematical models. With these simulations can
predict how the facility will respond to seismic impulses.

This means to determine which locations of the building will have a
concentration of voltages and large permanent deformations that may lead to
the crashing of the object. Besides vulnerability of the objects, computer
simulations of mathematical models help us to study the damage on the
ground. Some of the most important challenges that arise in the numerical
simulations of the spread of waves:

Modeling artificial boundaries

Modeling of the free surfaces

Modeling of contact between two or more different media
Modeling of nonlinear model

2. Structure of Paper

Artificial (absorbing transparent) boundaries are artifacts that serve as
tend to simulate the entry of the wave in the model and its going out of the
model. In this paper, the effect of the artificial boundaries we evaluate
according reflected (parasitic) energy from wave that leaves the model. The
smaller this reflected energy, the border is better (more transparent). In the
field of artificial boundaries in the numerical methods have worked more
researchers [3]. According to the formulation of local artificial boundaries are
divided into three types:

- paraxial
- extrapolated
- multidirectional
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Representative of the first group boundaries is the boundary of Robert
Clayton and Bjorn Engquist. They worked on getting and implementation
paraksijalni artificial limits on SH and PSV waves. Furthermore, modification
and improvement of these boundaries was made by Stacey [4]. Liao and
Wong [6], provide a new approach in the execution and implementation of
artificial boundaries in the numerical models through extrapolated
formulation. Higdon [5] proposes and implements multidirectional formulation
of artificial boundaries. Despite the artificial boundaries challenge in
numerical modeling of wave propagation is modeling of the free surface. More
researchers have investigated the causes of errors in approximation of the
free surface. Dominant unstable mode, can often be determined explicitly
(Stacey [4]). So using this approach may be proved that the approximation of
llan (1975) is unstable if

a>+3-p (1)

In this paper we study the performance of two proposed variants of the
artificial boundaries Stacey [4] for different ranges of the ratio of propagation
velocities compressional P waves, a, and tangential SV seismic waves, f.
For the most part of the materials the ratio between a and g lies between 1.59
(quartz) and 2.42 (nobium). For example,for steel a/f is 1.83, aluminum is
about 2.05. In this paper the stability of the artificial boundaries of Stacey was
investigated for values of a/g in this range, and also for much smaller and
much larger values. Stacey proves that the approximation of the free surface
inevitably leads to numerical instabilities of the numerical scheme. But these
instabilities have a very slight increase. They become significant only for very
long computer tests, and for many practical uses them quite satisfactory.
Parallel to the research of artificial boundaries, performed research and
improving the accuracy of numerical schemes which approximated partial
differential equations in the interior of the computational domain. In this paper,
we use an explicit scheme of Kelly [5]. This is an explicit scheme with second-
order accuracy both in time and in space 0(At?, Ax?). We study Stacey
boundaries P3 and P4 for ratios C = a/f in range 1.5 < C < 7 [7]. On the
pictures 2a, 3a and 4a are presented the energy generated in the model of
the effects of the explosion (input power) and energy out of the model with
the propagation of the wave (output energy). When artificial boundaries would
have been ideally transparent, because conservativity of the energy, at the
end of the analysis, input and power output should be equal. The picture 2a)

graphically presented input and output energy ratio C = % = 1.5. Moreover

vertical — axis time is represented in seconds and the ordinate is represented
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energy (MJ). This image refers to P3 boundary of Stacey. On the picture 2b)
graph refers to the same energy and the same ratio between % but this picture

refers to P4 [4] boundary Stacey. This picture shows that the energy input
and output differ significantly, suggesting that C = 1.5, P4 Stacey border is
not transparent as opposed to the same case in the picture 2a) or Stacey P3.
Pictures 3a) and 3b) can already be seen that the energies are close with the
difference that in the picture 3a) Stacey P3 they begin to split and error begins
to grow slowly. In the picture 4a) both energies begin to separate significantly
while in the picture 4b) they begin to approach that sees the difference
between the algorithms is Stacey Stacey P3 and P4. And Stacey among

Stacey P3 and P4 with increasing interval in % it will grow error and if we go

to the values for ¢ = 6,5 and higher system will appear very large errors [7].
Tests were made as Stacey P3 for two seconds and Stacey P4 for two
seconds and would present only difference in errors compared to the increase

of the ratio % In picture 5 with the full line is designated algorithm Stacey P4

and with dashed line Stacey P3 and this is the error that occurs in both
algorithms for a period of one second and thus notes that at the same time
the error starts to increase, while in picture 6 are presented mistakes for
interval of 2 seconds, and notes that many before the error starts to grow.

3. Additional Informatioin
3.1. Pictures

|

free surface

explosion (seismical source)

{3

artificial boundary
artificial boundary

artificial boundary

T

Picture 1a: Soil stretch that includes a source of explosion, free
surfaces and three artificial boundaries
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Picture 1b: Explosion source approximated polusinusoiden pulse
with amplitude A = 0.5 m and durationtd = 0,05 s
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Picture 2a: Stacey P3, the dotted line represents the input power, the full line
represents the power output in the ratioc=1,5in a/f
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Picture 2b: Stacey P4, the dotted line represents the input power, the full line
represents the power output in the ratioc =1,5in a/f
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Picture 3a: Stacey P3, the dotted line represents the input power, the full line
represents the power output in the ratioc = 2,0 in a/f
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3b: Stacey P4, the dotted line represents the input power, the full line
represents the power output in the ratioc = 2,0 in a/f
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Picture
4a: Stacey P3, the dotted line represents the input power, the full line
represents the power output in the ratioc=2,5in a/f
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4b: Stacey P4, the dotted line represents the input power, the full line
represents the power output in the ratioc =2,5in a/f
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Picture 5: The full line represents the error in Stacey P4 while dotted is error

in Stacey P3
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Picture 6: The full line represents the error in Stacey P4 while dotted is error

in Stacey P3

4. Conclusion

The stability and the accuracy of this border is of great importance,
although there is many other boundary conditions. To say wich boundary

condition

is the best you need do make very large analysis and

examinations about particular problem. In this paper has been found that
between P3 and P4 boundary conditions of Stacey, P3 is better and more
stable model. From the results obtained in this paper can be concluded
that the stability interval is present betweeen ratio of the velocities of the
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tangential and compresional waves from 1.5 to 2.5. Thereby calculations
are made for larger intervals, which indicates to which values of C P3 and
P4 are stable. For real materials, 1.5 <C <2.5, P3 is more accurate than
P4. The goal is to make better calculations that will be followed with more
accurate applications for exploring the natural dislocations of the earth
core.
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Abstract: Mathematical formalization of the notion of determined process
leads to the notion of one-parameter group of linear transformations. In this
paper we define one-parameter group of diffeomorphisms and see their
relationship with vector fields, which connect the one-parameter group of
diffeomorphisms with differential equations.

Key Words: deterministic process, phase velocity vector, vector field,
diffeomorphism, phase space, phase flow, phase curve

1. Introduction and basic concepts

Starting with the definition of the derivative and differentiation of function, we
know that the derivative characterizes some change. Therefore, many
different processes in the nature, due to some change, can be described by
differential equations.

The theory of ordinary differential equations is one of the basic
instrument for the application of mathematics. Mathematical modeling of
various scientific and engineering processes is based on systems of
differential equations as a boundary problem. The most explored class of
systems of differential equations, which are constructed by the experimentally
established lawfulness in the process, is the class of autonomous systems.
Apart from analytical solution of differential equation systems, the qualitative
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theory also uses geometric interpretation of the solution, defining phase
space, so that any solution is a trajectory (curve) in that phase space, but the
most important is kinematics interpretation which describes the solution as a
motion of a point along a curve. The main assignment of the theory of
differential equations is defining and exploring the motion of systems along
phase velocity vector field. Or, in other words, exploring the problem for the
type of phase curves, whether they remain in a bounded area or unlimited
grow (periodic, stable, unstable solutions) [2, 4, 6, 9].

Basic concepts and definitions given bellow are taken from [10, 5, 3].

Definition 1.1: A process is said to be deterministic if its entire future course
and its entire past are uniquely determined by its state at the present instant
of time. The set of all possible states of a process is called its phase space.

Definition 1.2: A process is said to be differentiable if its phase space has
the structure of a differentiable manifold and if its change of state with time is
described by differentiable functions.

The motion of systems is usually described by the motion of the points
along a curve in the phase space. The velocity of a motion of the phase point
along that curve is determined by the point itself. That way, every point of the
phase space determines a vector, called phase velocity vector. All phase
velocity vectors form a phase velocity vector field in the phase space. This
vector field determines the differential equation of the process.

Definition 1.3: Transformation on a set is one-to-one mapping of the set onto
itself.

Definition 1.4: A collection of transformations of a set is called a
transformation group if it contains the inverse f~' of each of its
transformations f and the product fg of any two of its transformations f

and g, with (fzg)x)= f(g(x)).

If we consider this transformation group as a set A with defined two
operations: AxA—>A and A—> A ((f,g)—)fg and f — '), then we
are faced with the algebraic notion of abstract group. Here, the operation
composition (product) of mappings is the basic operation, ' is inverse, and
identity mapping is the unit in this group.
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Now, let G be agroup and M is a set.
Definition 1.5: We say that it is given an action of the group G on a set M
if for each element g e G there is a corresponding transformation

T, :M — M such that the corresponding transformation to the product of

each two elements of G is a transformation which is product of the
transformations corresponding to those two elements, while the
corresponding transformation to each inverse element is appropriate inverse
transformation, i.e.

T, =TT, T, . =)
We should mention that every transformation group on a set is action on that
set. Actually, 7, = g .

Transformation 7, is also called action of the element g € G on the
set M . The action of the group G on the set M determines a mapping
T:GxM — M defined with: (g,m)—>T,m . The element T,m=gm is
obtained by the action of g on m . If we fix an element me M and act on it

by all the elements of the group G we will obtain the set {gmlgeG}c M .
We call this set the orbit of the point m .

Definition 1.6: A one—parameter group of transformations of a set is an action
on that set by the group of all real numbers.

One—parameter group of transformations of a set M is usually
denoted with {g’}. Here, g’ : M — M is a transformation corresponding to
the point ¢ € R. Actually, a one—parameter group of transformations on a set
M is a collection of transformations g’ parametrized by the real parameter
¢t such that for any real numbers s and ¢ the following two relations hold:

1) gH—s — gtgs
_ —1
2) ¢ =(g')".
The parameter ¢ is usually called time and the transformation g’ is called
transformation in time t.

The one—parameter group of transformations of a set is mathematical
equivalent of the physical concept two-sided deterministic process. Let M
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be a phase space of the process. Each point of that space is a definite state
of the process. Assume that at the moment # =0 the process was in the state
x. Then at another moment ¢ the process will be at another state. Let us

denote this new state of the process g'x. This way for every t € R we define
amapping g’ : M — M from the phase space of the process into itself. The

mapping g’ takes the state of the process at the moment 0 to the state at the
moment ¢ . We call this transformation of the process in time t .
The mapping g’ defined as above is really a transformation. This

follows from the fact that, according to the definition of determinacy of the
process, each state uniquely determines both the past and the future of the

process. g'™ = g'g® property is also satisfied: suppose that at the initial
moment the process was in the state x. The process could pass in a new
state at the moment 7 + s either directly (x — g x), either first getting the

state g'x in the time 7 and then see where this state g'x moves in time .

Some concrete examples for application of one-parameter group of
transformations while solving differential equations were given in [1].

The one-parameter group of transformations on a set M is also
called phase flow with phase space M . The orbits of a phase flow are called
its phase curves or trajectories. The points lying on a phase curves are called
fix point of the flow.

Definition 1.7: A smooth mapping, which inverse mapping is also smooth is
called diffeomorphism (all coordinate functions and their inverse functions are
smooth).

Definition 1.8: One-parameter group of diffeomorphisms is one-parameter
group of transformations whose elements are diffeomorphisms satisfying the
additional condition that g'x depends smoothly on both of the arguments t
and x.

See [8] for an application of diffeomorphisms in a dynamical systems.

Definition 1.9: One-parameter group of linear transformations is a one-
parameter group of diffeomorphisms whose elements are linear
transformations.
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The phase velocity vector of the flow {g’} at the point x € M is the

velocity with which the point g’x leaves x, i.e.

W)= (g (1)

The phase velocity vectors of a flow at all points of M form a smooth
vector field (because g'x depends smoothly on ¢ and x). It is the phase
velocity field.

Definition 1.10: The points where the phase velocity vector vanishes are
called equilibrium points or singular points of the phase velocity field.

Remark 1.1: The fixed points of the flow are actually the singular points of
the phase velocity field, i.e. the points where the phase velocity vector
vanishes and vice versa.

Definition 1.11: Let A: R" — R" be a linear operator. A linear differential
equation is an equation with the phase space R", defined by the vector field
v(x) = Ax, ie.

x'= Ax (2)

If we fix a coordinate system x;, i =1,....,n in R" then the equation x'= Ax
can be written as a system of n equations

n
I ;] —
x;'= E a;x;, i=1,...n (3)
i=1

where lag,-J is the matrix of the operator A in the considered coordinate

system.
So, the differential equation v(x): Ax is actually a system of n first
order linear ordinary differential equations with constant coefficients.

Definition 1.12: Let A: R" — R" be a linear operator. The operator e” is
defined on the following two equivalent ways:
2 3 n
1) e'=E+A+—+"—+..+ A
20 3! n!

+....

2) e'= lim(E +éj , where E denotes identity operator.

n—>0 n
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2. Correspondence between one-parameter group of linear
transformations and differential equations

Let us fix a point x, and consider its motion under the action of the phase

flow g'. In other words, consider the mapping ¢ : R — M defined as follows:
o) = g'x, (4)

Theorem 2.1: The mapping ¢ is solution of the differential equation x'= v(x)

with initial condition ¢(0)= x, .

Proof: Let
2(0)=L o) (5)
dt
be the first derivative of ¢ at the point #. We can also write it as:
d
'(t)=—"—...0(0) (6)
dr
According to the definition of ¢ we obtain:
d d
—|_o(r)=—/|_8x 7
dT r_tgo( ) d‘[ r_tg 0 ( )

Introducing a new variable u =7 —¢ we obtain the expression:

o850 = (8”8 ) = <] 8" (8'%) ®)
According to (1), the last expression is equal to
v(g’x0)=v((o(t)) (9)
So, ¢(r) is the solution of the equation x'= v(x).
About the initial condition,
0(0)=g"x, = x, (10)

thus we conclude that the initial condition is satisfied, too. [
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Remark 2.1: The converse is also true, i.e. the solution of differential equation
X'= v(x) with initial condition go(O): x, has the form (p(t): g'x,. The proof
follows directly from the existence and uniqueness theorem for the solution of
first order differential equation which satisfies given initial condition.

Thus, for each one-parameter diffeomorphism group there is
associated differential equation, determined by the phase velocity vector field,
which solution is a motion of the phase points under the action of the phase
flow. If the phase flow describes any process with arbitrary initial conditions,
then the differential equation defined by its phase velocity vector field
determines the local low of evolution of the process. Knowing this local low of
evolution, the theory of differential equations is supposed to reconstruct the
past and predict the future. Establishing any low in the nature in a form of a
differential equation reduces any problem about the evolution of the process
(physical, chemical, ecological, biological process etc.) to a geometric
problem for the behavior of the phase curves of given vector field in the
corresponding phase space.

The phase flow of the differential equation x'=v(x) is the one-
parameter diffeomorphism group such that v is its phase velocity vector field.

Finding the phase flow of a differential equation, it suffices to find the

solution of that equation. g'x, is the value of the solution ¢ at the moment ¢
with initial condition ¢(0)= x, .

Let {g’ It e R} be a one-parameter group of linear transformations.
Consider the motion ¢: R — R" of a point x, € R". Let A:R" - R" be a
linear operator defined by the relation

Ax:di|t_0(gtx), VxeR" (11)
t

Then, (p(t) will be the solution of a differential equation x'= Ax with the initial
condition go(O):xO. So, for describing a one-parameter group of linear

transformations it is enough to explore the solutions of the linear equation
x'=Ax (the correspondence between one parameter group of linear
transformations an differential equations is one-to-one and onto: each

operator A: R" — R" defines a one-parameter group {g’}).

Remark 2.2: Let A:R" — R" be a linear operator. The family of all linear

operators ¢ : R" — R", t € R (A is fixed) is one-parameter group of linear
transformations, i.e.
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e(t+S)A — etAesA (1 2)
d
L ()= Ae® (13)
dt

This can easily be proved just using the definition of operator e* with an
exponential series.

Theorem 2.2: The solution x=(p(t) of the equation x'= Ax with initial

condition p(0)= x, has the form

olt)=e"x, (14)

do ‘A
Proof: ?'(t)= —p = Adx, = Ag(r) (15)
9(0)=e"x, = x, (16)

Thus the theorem is proved. [

Theorem 2.3: Let {g’ :R" —)R”} be a one-parameter group of linear

transformations. There exist a linear operator A: R" — R" such that

g =e" (17)
Proof: Set
A=% |  —im&—E (18)
dt t—0 t

According to Definition 1.11 and Theorem 2.1, the motion (p(t)= g'x, is a

solution of the equation x'= Ax with initial condition ¢(0)=x, . Then,
according to the Theorem 2.2 we have

olr)=e"x, (19)
and we now obtain

g'x, =e"x, (20)
ie. g =e" 0

So, using this approach, we stated a correspondence between linear
differential equations x'= Ax and their flows {g’}.
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3. Conclusion

The notion of one-parameter group of transformations is actually a
geometrization of the solution of system of differential equations. This could
be particularly useful in the qualitative theory of differential equations which
explores the behavior of systems in the phase space, instead of finding the
explicit solution to them. If we consider a non-linear vector field with small
non-linearity, we can linearized it if we expand it in a Taylor series in a
neighborhood of the equilibrium point and omit the non-linear terms. That way
we omit infinitely small terms of higher order, thus we can consider that the
behavior of linearized and non-linear system in a neighborhood of the
equilibrium point are closely related [7].
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Abstract: In this paper will be considered the simple continuous time model
of Black-Scholes. The Black-Scholes formula for valuation of the European
Call Option will be shown. It will be given a review of the background of this
model and also the basic concepts of stochastic or Ito calculus that are
necessary to explore the model.
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1. Introduction

The Black-Scholes Model was first discovered in 1973 by Fischer Black and
Myron Scholes who developed a formula for valuation of European contingent
claims based on geometric Brownian motion model for the stock price
process. Robert Merton developed another method to derive the formula with
more applicability and generalized the formula in many directions. It was for
the development of the Black-Scholes Model that Scholes and Merton
received the Nobel Prize of Economics in 1997 (Black had passed away two
years earlier). The idea of the Black-Scholes Model was first published in "The
Pricing of Options and Corporate Liabilities", of the Journal of Political
Economy by Fischer Black and Myron Scholes, [4] and then elaborated in
"Theory of Rational Option Pricing" by Robert Merton in 1973. Within six
months of the publication of the Black-Scholes Model article, Texas
Instruments had incorporated the Black-Scholes Model into their calculator,
announcing the new feature with a half-page ad in The Wall Street Journal.
The three young Black-Scholes Model researchers, which were still in their
twenties, set about trying to find an answer to derivatives pricing using
mathematics, exactly the way a physicist or an engineer approaches a
problem. They had shown that mathematics could be applied using a little
known technique known as stochastic differential equations and that
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discovery led to the development of the Black-Scholes Model that we know
today.

Stochastic calculus or Ito calculus is one of the basic and main tools
in finance, especially in the construction of the finance models in the theory
of options. By using of the theory of probability and stochastic processes and
by introducing of coincidence in the coefficients of differential equations is
derived more realistic mathematical models. In [1], Bernt Oksendal elaborates
some examples of stochastic models.

In order to describe the Black-Scholes model, the following definitions given
in [6], [7] and [10] are necessary.

The stochastic process will be considered in complete filtrate space
(Q,3,P.(3,.t€T)).

Definition 1.1 The real valued stochastic process M is called martingale if:

i) (vt>0), 3EM,),
i) s<t = EM,13,)=M,.

N

X is semi martingale if X =X,+M + A, where X, is 3, - measurable

random variable, M is local martingale with value 0 in 0 and A is adapted
process with continuous trajectories on the right with value 0 in 0 and paths
are with finite variation.

Definition 1.2 The real valued stochastic process Bz(B, Ite[0,+oo)) is
called Brownian motion if:

i) B is adapted with a filtration (3, ,t €[0,+0));

ii) B has independent increments i.e.
Vs,t (0<s<t): P(B,—B, € Al3,)=P(B,—B, € A) for every
Borel setB ;

iii) B has stationary increments i.e.
Vs,t (O <s< t): B, — B, has normal distribution

N{u(r-s). ot~ 5))

vy  P(B,=x)=1, (xeR).

The most important Brownian motion for modeling of the financial models is
geometric Brownian motion.
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Definition 1.3 If {B(t),z >0} is Brownian motion, then stochastic process
{Y (t),t > O}, defined by Y(t) = ¢"") s geometric Brownian motion.

The fact that traditional differentiation and integration could not be
applied in stochastic calculus implies finding new methods and procedures of
differentiation and integration. These new tools were developed for the first
time by Ito (1944), who proved Ito lemma and Ito formula. This formula is very
important in stochastic calculus, especially in stochastic models in the
finance.

The following definitions are given in [5].

Definition 1.4 Let f(t,0):[0,0)xQQ —> R, such hat f(t,w) e BxJ -

measurable (B is Borel o - algebra on [0,00) ), f (ta)) is 3
E{J‘f(s,a))2 ds} <00,
0

Ito integral to the function f is defined by:

- adapted and

t

t

j f(s,0)dB,(w)=1im [ H,(s,0)dB (),  (limit in L*)

n—x0

(1)

Where (H n) is sequence elementary function, for which:

EU(f(s,w)—Hn(s,a)))zds}—>0, when n—> .

0
The Ito integral is very important in financial mathematics. For
example, if stochastic process Z, is price of the stock, then stochastic

t
integral '[HSdZS is showing the gain or the loss at the disposal with H
0

shares of the stock at time s .
Definition 1.5 Let f:R—> R isC” - function and B, is Brownian motion.
The one dimensional Ito formula is given by:

f(B,)—f(BO)=

S~

7(B,)a, + 3 [ £7(8, )iB, @
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2. The Black Scholes continuous time model

The most famous model, which is used in finance, long time ago is the model
in which the stock price can be described with Brownian motion. At the
beginning this model, in which the stock price is described with many
Brownian motions, was not accepted because of two reasons. One of the
reasons is that the Brownian motion can receive a negative value, but the
option price cannot be negative. The other reason we can see in the following
example: if an investor invests 10000$ on sale of shares of the stock, each of
100% and if the stock price is increased to 200$, then the investor will have
profit 10000$. Also, if that 10000$ are invested on sale of shares, each of the
stock 1000$, and then the price is increased on 20009, so in this case the
investor will have the same profit of 10000$. It follows that there are
proportional increments, but the Brownian motion has stationary and

t

independent increments. Because of that, the random variables can be

t
described with the process of Brownian motion, where S, is stock price
process.

The different stocks have different volatility o . It is expected that the rate of
return u is greater than risk free rate r, because every investor expects
higher profit, with which would be recover the takeover risk.

For modeling stock price it will be used stochastic differential equation
ds,

= odB, + udt , or equivalent integral form:

S, =8, + jSSadBS + jss suds ,
0 0

3)

where B, is Brownian motion.

This stochastic differential equation can be solved explicitly, and its solution
is given in the following theorem:
Theorem 2.1 The solution of the stochastic differential equation

dS, =oS5,dB, + 1S, dt is given with process of geometric Brownian motion.
Proof: From [12], is following that there is at most one solution of
dS, =o5,dB, + uS,dt .

We assume that the stock price in initial moment 0 is S, =1. We will apply

the one-dimensional Ito formula (2) to the function f(x) =e", so we get
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t
S, =e* =e™ +J.eXJ‘dXS +

t
0

teXA‘d X :1+ISSO'dBS+tS$ ,u—la2 ds +
a1+ o+ -}

N | =

=1+ j.SSadBS + jSSAIdS-
0 0

Ve assume that the interest rate r e 0, without loss of generality. Let
{ vestor buys A, shares of stock at timez,.The investing in shares of

tne stock at time ¢, has changed to A, shares of the stock, A, shares of the

stock at time 7, etc. In this case, the investor’'s wealth at time ¢ is given by:

X

1

A+ AS, =S, )+A(s, =S, )+ +Als, =S, )

(4)

That means that at the time 7, the investor has an initial wealth X, . If investor
buys A, shares of stock and each of the share with price S, , it will cost A S,

and if at the momentz,, buys A, shares of the stock by price S, , then the

investor’s wealth will be X +AO(S,] -8 ).This procedure continues in the

other time points ¢,,z,,...s0 we get the relation (4). The relation (4) can be
written in the form:

t

X, +[A(s)ds, ,

0

()

where ¢ >1¢,,, and A(s)zAi for t;, <s<t,,. The wealth of the investor is

i+1
given by Ito integral (1) in terms of the stock price. The integrand must be
adapted process with respect to the filtration on the probability space (Q,S,P)
, because the number of shares of the stock which investor posses at time s

cannot be based on future information.

Next, we will consider the case when interest rate r is not equal to 0.
Let P =¢ ™S, is current stock price, and let P, = S, . If we have A, shares of
the stock in the time period [t,.,tm), the wealth of the investor will be

Ai(P - P, ) So the process of investor’s wealth will be:

i

O ey ~

N | =
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X, +[A(s)a,.

If we apply the Ito product formula given in [8], [11], we derive the
stochastic differential equation

dP, = ob,dB, +(u—r)Pdi
(6)

2

and its solution P = P, exp[O'Bt +(y -r —%jtj is similar with the solution

to the equation (3).

The following theorem shows the completeness of the continuous time model,

[9].
Theorem 2.2 If P, is geometric Brownian motion and if the price of option V

is 3, - measurable and square-integrable, then there is a constant ¢ and

adapted process K

s 7

t
such thatV:c+J.stPs . Moreover there is a
0

probability measure P in terms of which P is martingale.

Proof: Let P is geometric Brownian motion and let

2

P =P, exp (aBt + [,u —r— %Jt} , i.e. in differential form

dP. = oP.dB, + (,u— r)Rdt. We define a new probability measure P with:

dP a’t
—— =M =exp|laB —— |.
P ¢ XP( ¢ 2)

From Girsanov theorem [9], §, = B, —at is Brownian motion with respect to

the probability measure P . It follows that;

dP, = oPdB, + cuPdt +(u—r)Pdt .
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If we choose thata = —M , We obtain:
o

~

dP. = oPdB

(7)

~

Bt
that P is martingale, because it is presented as Ito integral, which is

is Brownian motion with respect to the probability measure P, soitfollows

martingale. The equation (7), can be written as
dB =c"'P'dP
(8)

If the price of the option V is 3 - measurable, from the martingale

t

representation theorem in [2] it follows that exists adapted process H_ such
1 t

that IHfds <o andV = c+IHSd§x . By using to the equation (8) follows
0 0

that:
t

V=c+[Ho"'P"dP,. o
0

3. Valuation of the European Call Option with Black Scholes
formula

We will derive a formula for valuation of the arbitrary option. Let T > 0 s fixed

real number. If the price of arbitrary option V' jg 3, - measurable, then from

theorem 2.2, it follows that
V=c+[KdP,.
0

(9)

and with respect to the probability measureI_J, the process P, is martingale.

Theorem 3.1 The price of the option V iSEV .
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Proof: This is no arbitrage principle (risk-free profit). Suppose that the price
of the optionV', in initial time is W, . If investor starts with 0$, then he can sell

the option V for W, dollars and to use this money to buy and trade with
shares of stock. If he uses ¢ dollars of this income and if invests in
accordance with the strategy of owning K shares of stock at time s, then at

the time of maturity of the option V , i.e. at time T will be:
e’ (W, —c)+V§$.

At the time of maturity T, the buyer of the option V uses the option and the
seller of the option used V dollars to fulfill his obligation. In this way the profits

of the seller of the option would be e (W, —c)+V if W, > c, without risk.
From here it follows thatW, <c. If W, <c, then the opposite happens, i.e.

the investor buys option instead of to sell the option and to own — K shares
of the option at the time s . Since we cannot have a risk-free profit, it is
following that W, >c orW, =c.

With respect to the probability measure P, the process P is
martingale. The mathematical expectation of the expression (9) is:

t
EV:E{c+J-KSdPS}:c:WO %
0
O

For valuation of the arbitrary option, the formula (9) is not appropriate.
Suppose that V is standard European call option, where

V=e"(S,-K) =(e"'S,—e"K) =(P—e"K) .

With respect to the probability measure P , the stock price is given by
dP :aPtdEI, where Et is Brownian motion with respect to the probability

measure P . It follows that for the stock price we have
2

P =P exp (oﬁ, - (‘%H . It follows that:
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EV = E[(PT —e”TK)+]= E [PO eXp(O'ET —(%ZJTJ - e’TKj .
(10)

Because ET is process of the Brownian motion, i.e. its increments are
random variables with normal distribution, it follows that the density function

is given by Py = e

If we do some calculations we can obtain the Black-Scholes formula:
W, = x®(g(x,T))- Ke " ®(h(x,T)),

2

log(;)+(r+j]T P

The Black-Scholes formula depends of the volatility o, but it does not depend

of the rate of return 1. The stock price is given by dP. = O'P,dEt , Wwhere Et is

Brownian motion with respect to the probability measure P . It follows that for
2

the stock price the equation P, :R)exp(of?, —(%)t] hold. The rate of

return g is not present in this expression, because when the Girsanov

theorem is applied, we have probability?’ , Which is risk neutral.

From the equation (10) we obtain:

EV = E[(PT —e*’TK)*J=

_E (po exp(gg _ [%JT] : e’TKT _ [xexp(O'ET - (%H . eKJ
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where 131 is Brownian motion with respect to the probability measure P .
Instead of S, =F, we will use x . Because §T is normal random variable with

mathematical expectation 0 and variance T , then we can write as ﬁZ
where Z is random variable with standard normal distribution i.e. with
mathematical expectation 0 and variance 1.

2
Because the expression  xexp (O‘ET - (%jTJ >e K
0_2
hold, if and only if: ng+anZ—£EJT>—¢T+bgK
0_2
or: Z>(7)T—rT+logK—logx,

2
then if we write z, = (%jT —rT +log K —log x, and if we consider that for

() CI) =1- (I) hoId we will have:

EV= E( —e k) |



Topumien 36opauk 2012 ®dakynrer 3a nHPpOpMarnka, Yausepsurer ,,l oue Jemger — Hltun
Yearbook 2012 Faculty of Computer Science, Goce Delcev University — Stip

=X ! Texp[— l(zz 20Tz + O'ZT)jdz - e_’TKTeXp[— ijdz
2 5 2

Joo| -3 =T Jac-e k1~ (s, )=

0

12 1 .
Y ] CXP(—Eszdy—e TKO(-z,)=

4 29-oNT

x(l — CD(ZO — O'\/T))— e KD(-z,) = xCD(O'ﬁ -2, )— Ke™""®(-z,).

2z

The last formula is formula for valuation of the European call option with strike
price K and time to maturity 7', if Gﬁ—zo = g(x,T) and -z, = h(x,T).

4. Conclusion

In this paper we have reviewed the Black-Scholes model and we have applied
Black-Scholes formula for valuation of European Call Option. It is shown that
the Brownian motion can be used for modeling stock price from some financial
data. We can conclude that despite their popularity and wide spread use, the
model is built on some non-real life assumptions about the market, [3]. It
assumes stocks move in a manner referred to as a random walk, risk free
rate, no transaction costs and it assumes European-style options which can
only be exercised on the expiration date.
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BITCOIN SCHEMES- INOVATION OR A THREAT TO FINANCIAL
STABILITY?

Violeta Madzova PhD%

Abstract:

A virtual currency can be defined as a type of unregulated, digital
money, which is issued and usually controlled by its developers, and used
and accepted among the members of a specific virtual community. The recent
developments in widely spread internet and data mining activities, highlighted
the issue of accepting and using virtual currencies for different purposes,
including, buying commodities or services, saving, as well as converting into
real currencies, such as US dollars, euro or other currencies.

One of the most controversial and the most advanced virtual currency
scheme to date is the one so-called Bitcoin, designed and implemented by
the Japanese programmer Satoshi Nakamoto in 2009. Although the use of
Bitcoin might have positive impact on financial innovation and the provision
of additional payment alternatives to consumers, it also might increase the
risks in financial payments, exchange rates of real currencies, as well as
increase the possibility of money laundering, using them for illegal deeds.

Therefore , the purpose of this paper to clarify the main characteristic
of Bitcoin, and analyze its positive aspects as well as the threats that may
occur to the modern world economy , in case the usage of this money ,
significantly increases .

Keywords: virtual currency ,e-money, financial and price stability, risks
Introduction

Money is a social institution: a tool created and marked by society’s evolution,
which has exhibited a great capacity to evolve and adapt to the character of
the times .Economists differentiate among three different types of
money:.commodity money, fiat money, and bank money. While
commodity money (such as gold coins) is no longer performing its originate
function , so called “fiat money” 2 , as well as bank money (checks issued
by banks) have took its place and are widely used in all modern economies.

23 Author is assistant professor at the University “Goce Delcev’-Faculty of Economics-Stip,

e-mail:violeta.madzova@uad.edu.mk

24 Fiat monev is a aood. the value of which is less than the value it represents as money.
Dollar bills and banknotes are examples of fiat money
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Being issued by the central banks, people have accepted fiat money in
exchange for goods and services, simply because they trust this central
authority which is crucial element of any fiat money system.

Additional reason for wide acceptance of fiat money is of course, possibility
to unite three different money functions into one, i.e. money can be:

-used as a mean of exchange -intermediary in trade to avoid barter system,
-used as a standard numerical unit for the measurement of value .

-saved and used as a store of value for the future times.

Due to the recent technological developments and especially high
penetration of the internet, there has also been a development of virtual
communities in recent years. A virtual community %° is to be understood as a
place within cyberspace where individuals interact and follow mutual interests
or goals. In some cases, these virtual communities have created and
circulated their own digital currency for exchanging the goods and services
they offer, thereby creating a new form of digital money . These money can
have positive aspects if they contribute to financial innovation and provide
additional payment alternatives to consumers.

However, it is clear that they can also pose risks for their users,
especially in view of the current lack of regulation.In fact, virtual currencies
act as a medium of exchange and as a unit of account within a particular
virtual community. The question then arises as to whether they also fulfil the
“store of value” function in terms of being reliable and safe, or whether they
pose a risk not only for their users but also the wider economy.

Virtual currency schemes in the new e-communities

A virtual currency can be defined as a type of unregulated, digital money,
which is issued and usually controlled by its developers, and used and
accepted among the members of a specific virtual community.

The virtual currency schemes are still new and there is still vague
understanding of their nature, thus mix them with so called “electronic
money”. Namely, as it is stated in the Electronic Money Directive
(2009/110/EC), “electronic money” is monetary value as represented by a
claim on the issuer which is: stored electronically; issued on receipt of funds
of an amount not less in value than the monetary value issued; and accepted
as a means of payment by undertakings other than the issuer.

25 There are many examples of virtual economies, in terms of social networks( Facebook,
MySpace, Twitter), knowledge virtual community (Wikipedia), or those that create a virtual
world (Second Life) or create an online environment for gambling (Online Vegas Casino).
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Although some of these criteria are also met by virtual currencies, a
clear distinction should be made between virtual currency schemes and
electronic money. i.e:

¢ In electronic money schemes the link between the electronic money
and the traditional money format is preserved and has a legal foundation, as
the stored funds are expressed in the same unit of account (e.g. US dollars,
euro, etc.).

e In virtual currency schemes the unit of account is changed into a
virtual one.

o Electronic money schemes are regulated and electronic money
institutions that issue means of payment in the form of electronic money are
subject to prudential supervisory requirements. This is not the case for virtual
currency schemes.

e Electronic money is primarily subject to the operational risk associated
with potential disruptions to the system on which the electronic money is
stored.

e Virtual currencies are not only affected by credit, liquidity and
operational risk without any kind of underlying legal framework, these
schemes are also subject to legal uncertainty and fraud risk, as a result of
their lack of regulation and public oversight.

It is important to underline that, there three types of virtual currency schemes
which depens on their interaction with traditional, “real” money and the real
economy:2®
- Type 1, which is used to refer to closed virtual currency schemes, basically
used in an online game;
- Type 2 virtual currency schemes have a unidirectional flow (usually an
inflow), i.e. there is a conversion rate for purchasing the virtual currency,
which can subsequently be used to buy virtual goods and services, but
exceptionally also to buy real goods and services;
-Type 3 virtual currency schemes have bidirectional flows, i.e. the virtual
currency in this respect acts like any other convertible currency, with two
exchange rates (buy and sell), which can subsequently be used to buy virtual
goods and services, but also to purchase real goods and services.

One of the most typical and developed “type 3” virtual currency is so
called Bitcoin. In fact Bitcoin shares characteristics of both commodity money
and fiat money, but does not fit properly in either category. Bitcoin supersedes

* See more : BRODBECK, Simon “Virtual money — A new form of privately issued money in
the money market”, European School of Management, Paris, May 2007.
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commodity money in value density, recognizability and divisibility. It also
resembles commodity money in that, at least during the expansion of the
Bitcoin base, its value, assuming competing suppliers, is equal to its marginal
cost of production. However, unlike commodity money, bitcoins, which exist
only as numbers in a computer, have zero value as a commodity in the real
world. On the other hand, fiat money commands a value far higher than its
costs of production, which raises the risk of mismanagement by their
monopolistic suppliers.

The nature of a Bitcoin as a virtual currency scheme

Bitcoin is decentralized virtual currency , which is traded on line and is
exchanged into US dollars or other currencies. Bitcoin , allows users to mine
buy, sell or accept bitcoins from anywhere in the world. However , no matter
how much worldwide bitcoin community is spread over , it doesn’t have
centralized data base or authority, but a peer to peer network. It enables
creation of bitcoins through mining process and validates the transactions.
According to the latest information there are over 8,8 million coins in
circulation?’. Estimating the bitcoin price at the level of 4-5US dollar/per 1
Bitcoin , the Bitcoin community value is estimated between 35-44 million US
dollars.

According to Bitcoin, the scheme has been technically designed in
such a way that the money supply will develop at a predictable pace. The
number of Bitcoins generated per block isset to decrease geometrically, with
a 50% reduction every four years. The result is that the number of Bitcoins in
existence will reach 21 million in around 2040. (see: Table 1)\

27 European Central Bank, “Virtual currency schemes “October 2012, pg 18
http://www.ecb.europa.eu/home/html/index.en.htm
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Table 1: Trend of bitcoin over time
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Bitcoins are not pegged to any real-world currency. The exchange rate is
determined by supply and demand in the market.

There are several exchange platforms for buying Bitcoins that operate
in real time, such as Mt.Gox which is the most widely used currency
exchange platform and allows users to trade US dollars for Bitcoins and vice
versa.

In order to start using Bitcoins, users need to download the free and
open-source software. Purchased Bitcoins are thereafter stored in a digital
wallet on the user’s computer. Consequently, users face the risk of losing their
money if they don’t implement adequate antivirus and back-up measures.

However, it is also true that the system demonstrates a clear case of
information asymmetry. It is complex and therefore not easy for all potential
users to understand. At the same time, users can easily download the
application and start using it even if they do not actually know how the system
works and which risks they are actually taking. This fact, in a context where
there is clear legal uncertainty and lack of close oversight, leads to a high-risk
situation.

The turbulent path of a Bitcoin

Bitcoin, the infamous pseudonymous cryptocurrency with no centralized
authority, has had a tumultuous history so far.In 2008, Satoshi Nakamoto self-
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published a paper outlining his work on The Cryptography Mailing list at
metzdowd.com and then on 3 January 2009 released the open source project
called Bitcoin and created the first block, called the “Genesis Block”%.
Through 2009 and early 2010, bitcoins had no value at all, and for the first six
months after they started trading in April 2010, the value of one bitcoin stayed
below 14 cents. Then, as the currency gained viral traction in summer 2010,
rising demand for a limited supply caused the price on online exchanges to
start moving so by November 2010 , it surged to 36 cents , while in February
2011, it rose again and it hit USD 1,06 before settling in at roughly 87 cents.
From early April 2011 to the end of May 2011, the going rate for a bitcoin rose
from 86 cents to USD 8,89. The highest pic was reached at the beginning of
June when the market value of all bitcoins in circulation has tripled and was
approaching USD 130 million. Then , cyberattack perpetrated on 20 June
2011, managed to decrease the value of the currency down from USD 17,50
to USD 0,01 within several minutes. According to currency exchange Mt.Gox
platform , one account with a lot of Bitcoins was compromised and the stolen
lot was first sold out and then bought back again, with the intention of
withdrawing the coins. The USD 1,000/day withdrawal limit was active for this
account and the hacker was only able to exchange USD 1.000 worth of
Bitcoins. Apart from this, no other accounts were compromised, and nothing
was lost. The price dramatically dropped down , but it quickly drove it back
up, limiting the thief’s haul to only around 2.000 bitcoins. The exchange
ceased operations for a week and rolled back the post-crash transactions,
but the damage had been done as the bitcoin never got back above $17. 2° (
see Table 2)

* Benjamin Wallace, “The rise and fall of a BITCOIN”; November 23,2011, pg2
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Table 2:Bitcoin exchange rate over time
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Monetary aspects of the Bitcoin virtual currency scheme

As the Bitcoin scheme is designed as a decentralized system where no
central monetary authority is involved, the supply of money does not depend
on the monetary policy of any virtual central bank, but rather evolves based
on interested users performing a specific activity.

Therefore, users have several incentives to use Bitcoins.

1. Transactions are anonymous, as accounts are not registered and Bitcoins
are sent directly from one computer to another.

2. Users have the possibility of generating multiple Bitcoin addresses to
differentiate or isolate transactions.

3. Transactions are carried out faster and more cheaply than with traditional
means of payment. Transactions fees, if any, are very low and no bank
account fee is charged.

Bitcoin users buy and sell the currency among themselves without any
kind of intermediation and therefore, it seems that nobody benefits from the
system, apart from those who benefit from the exchange rate evolution (just
as in any other currency trade) or those who are hard-working “miners” and
are therefore rewarded for their contribution to the security and confidence in
the system as a whole.Also, the scheme does not promise high returns to
anybody. Although some Bitcoin users may try to profit from exchange rate
fluctuations, Bitcoins are not intended to be an investment vehicle, just a
medium of exchange.

However there are still concerns if the Bitcoin schemes might
generate potential risks regarding payment or even financial stability in the
modern economies. Having in mind the small scope of all virtual currency
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schemes including Bitcoins, these risks do not affect anyone other than the
users of the schemes. But, it can be expected that the growth of virtual
currencies will most likely continue, triggered by several factors:

a) the growing access to and use of the internet and the growing number of
virtual community users,

b) the increase of electronic commerce and in particular digital goods, which
is the ideal platform for virtual currency schemes;

c) the higher degree of anonymity compared to other electronic payment
instruments that can be achieved by paying with virtual currencies;

d) the lower transaction costs, compared with traditional payment systems;
e) the more direct and faster clearing and settlement of transactions, which is
needed and desired in virtual communities.

Therefore, by assuming that Bitcoin as virtual currency scheme will continue
to grow, periodical examination of the developments is needed in order to
consider the potential risks more carefully.

What types of risks might occur ?

Bitcoin as a virtual currency payment arrangement has evolved into “real”
payment systems within the specific virtual community. In contrast to
traditional payment systems, it ise not regulated or closely overseen by any
public authority. Participation in this scheme exposes their users to credit,
liquidity, operational and legal risks within the virtual communities; but no
systemic risk outside these communities can be expected to materialise in the
current situation.

More precisely the following types of risks might occur by using the
Bitcoin currency scheme®°:
-Credit risk-Users are exposed to credit risk in relation to any funds
held on the virtual accounts, as it cannot be guaranteed that the settlement
institution is able to fully meet its financial obligations when these are due or
at any time in the future.
-Liquidity risk -Users are also exposed to liquidity risks if the settlement
institution fails to meet any commitments it has made to provide liquidity to
the participants as and when expected.In this regard, virtual currency
schemes are very illiquid as a result of the low volumes traded.In the event of
security incidents, the conversion of users’ funds into real money would
probably not occur quickly without a significant material loss in value.

30 See :BIS, “The role of central bank money in payment systems”, CPSS Publications, No
55,August 2003
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-Operational risk-Both payer and payee need to have accounts with the
settlement institution and are therefore reliant on the soundness of its
operational and business continuity.

-Legal risk-There are many legal uncertainties regarding virtual currency
schemes. In virtual currency schemes, the lack of a proper legal framework
substantially exacerbates the other risks. Even more, the legal uncertainty
surrounding these schemes might constitute a challenge for public
authorities, as these schemes can be used by criminals, fraudsters and
money launderers to perform their illegal activities.

-Reputation risk -If the use of virtual currency schemes grows considerably,
incidents which attract press coverage could have negative impacts on the
reputations of central banks, if the public perceives theincidents as being
caused, in part, by central banks not doing their jobs properly. As a
consequence, this risk should be considered when assessing the overall risk
situation of central banks.

If the Bitcoin might be consider as threat to price, financial and the
payment stability of the modern economies?

Bitcoin as virtual currency scheme may be inherently unstable. But, due to its
limited connection to the real economy, the low volumes traded and the lack
of wide user acceptance for the time being, it seems that it still doesn’t
jeopardise financial stability of the economies which citizens use Bitcoin as a
means of exchange or payment.

The limited volume of a Bitcoin in circulation also doesn’t pose a risk
for price stability at this stage, provided that the issuance of money continues
to be as stable as it seems to be at present. In the short to medium term, no
significant impact can be expected on the velocity of money. However, it is
probably worth monitoring the interaction between virtual currencies and the
real world.

Bitcoin schemes do not allow borrowing or lending. But this may
change in the future. There is even speculation on how Bitcoin could evolve.
Banks could, for instance, act as a depository for the wallet files that contain
users’ Bitcoins. The banks could then pay interest to those who hold the
virtual currency with them. Alternatively the Bitcoin system could even start
working as a fractional reserve system, extending credit over and above its
actual reserves. However, the scheme’s supporters are clearly opposed to
this. These developments, if they came to pass, could indeed have a certain
impact on financial stability in the future.
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In the particular case of Bitcoin, which is a decentralised peer-to-peer

virtual currency scheme, there is not even a central point of access, i.e. there
is no server that could be shut down if the authorities deemed it necessary.
As a consequence, governments and central banks would face serious
difficulties if they tried to control or ban any virtual currency scheme, and it is
not even clear to what extent they are permitted to obtain information from
them.
Therefore, the main activities to prevent negative impact of the Bitcoin
schemes might be seen in constant monitoring of the Bitcoin development
and well as in creating a proper legal basis for virtual currency schemes in
general. The legal basis of a payment system consists of framework
legislation, as well as specific laws, regulations, and agreements governing
both payments and the operation of the system. Bitcoin need to have proper
legal framework, as well as a clear definition of rights and obligations for the
different parties. Furthermore, the global scope that most of these virtual
communities enjoy not only hinders the identification of the jurisdiction under
which the system’s rules and procedures should eventually be interpreted.

Conclusions

In the traditional markets , central governments manage the currencies and
their performance based on a number of factors often questionable. However
the introduction of the virtual currency schemes , especially the wider use of
the most popular and the same time the most controversial virtual currency
scheme called Bitcoin is characterized with the absence of central
government whom decisions could induce phenomena of inflation or deflation
and the anonymity of the transfer between entities in the network. In an
extreme case, this virtual currency could have a substitution effect on central
bank money if they become widely accepted.

The increase in the use of virtual money might lead to a decrease in
the use of “real” money, thereby also reducing the cash needed to conduct
the transactions generated by nominal income. In this regard, a widespread
substitution of central bank money by privately issued virtual currency could
significantly reduce the size of central banks’ balance sheets, and thus also
their ability to influence the short-term interest rates.

The substitution effect would also make it more difficult to measure
monetary aggregates ,which might pose further risks to price and financial
stability in the medium to longer term. Since there is still a limited volume of
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a Bitcoin in circulation, the usage of Bitcoin can’t be seen as a threat to the
financial, payment and price stability worldwide.

Yet, the growing trend of wider use of Bitcoin currency requires continuous
monitoring of its development and creating a proper legal basis for virtual
currency schemes in general.
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JAVA IDEs FOR EASILY LEARNING AND UNDERSTANDING OBJECT
ORIENTED PROGRAMMING
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Abstract: Introduction to object-oriented programming (OOP) can be difficult
for beginners in programming, especially if only pure code is used. To
facilitate learning and understanding the concept of OOP many Java
Integrated Development Environments (IDEs), that contains a lot of visual
elements, are developed. Adding the visualization make programming easier,
more interesting and interactive for users. These environments help to
decrease the age of programming beginners. In this paper it will be given a
brief overview of some of these environments. It will be done a comparison
between them emphasizing differences among them, their advantages and
disadvantages.

Keywords: object-oriented programming (OOP), Integrated Development
Environment (IDE), visualization, Java.
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1. Introduction

The learning and teaching of programming remains a challenging
topic in the field of computer science education [2]. Working environments are
very important in the study of programming, especially if it is an object-
oriented programming. When the environments enriched with visualization
and interaction, programming introduction becomes less abstract and less
theoretical [5]. Java programming language is used worldwide in universities
for learning basic concepts of OOP. Therefore many IDEs based on Java, are
developed. The main purpose of Java IDEs is making process of
programming easier, faster with more visual elements and less code writing
[1]. In this paper we will start with introduction to Java IDEs, like BlueJ[12],
Alica[11] and Greenfoot[14].We will shortly describe each of these
environments and their constituent integrated elements. We also will describe
and their way of working and their way of creating and presenting objects and
classes. We will give the reason of using these IDEs, and target age group of
users. Then, we will make comparison among these tree IDEs and we will
emphasize their pros and cons.

2. Examples of IDEs for easily learning of object oriented concepts

In this paper three integrated development environments are
reviewed. These environments are Alice, Greenfoot and BlueJ. They have the
same goal and that is to help understanding object concepts, but they use
different ways to accomplish the goal.

2.1. Alice

Alice is an IDE specifically designed as a learning tool to enable
young programmers to create animations and games using 3D worlds.
Alice use program visualization and enables users to see how their animation
programs run. Programming visualization environment offered through Alice
might be highly motivating to college students, especially for today’'s
generation of video games and animated films [1].

It uses drag-and-drop interface, and no text entry, to make the learning
fun and interesting. This Alice’s feature prevents users from making syntax
errors, which are very common for beginners. It is intended for beginners in
object-oriented programming, and it is easy and fun way to begin learning the
Java language. Working with Alice provides fast visual feedback of the
program and easy understanding of its object oriented structure and
relationship between each programming statement and the corresponding
behavior of objects in their animation [3].
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Its 3D modeled classes and instantiated objects provide concrete
picture of the concept of an object [16].

Alice’s library contains hundreds of 3D models which are provided in a gallery
of Java classes. These models help virtual world to be enriched and
populated. The user can create animations using these models that can move
around a virtual world.

There are two types of animations in Alice: movie (passive animations) and
interactive. The users immediately can see how their animation program runs
[3].

Working in Alice consists of two phases: creating a scene and
scripting (editing the code). The user can easily select new objects from a
gallery that contains predefined objects, and can give the object functionality
by using primitive methods from drop-down menus or by writing new
functions. (Figure 1)
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Figure 1. Screenshot from Alice interface.

The language presented to the user in Alice, could be with the all Java
syntax details but still it is drug and drop and not standard Java text-editor
environment. This environment can be used as plugin in NetBeans [10] and
Alice users can easily transfer their Alice project directly into Java text editor
environment [3].
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2.2 Greenfoot

Greenfoot is another integrated environment for learning
programming. The program language that is used in this environment is Java
too. Unlike Eclipse [13] or NetBeans [10] that also are Java IDEs and are
using visual elements, this environment is more interactive and needs less
previous theoretical knowledge for programming. But Greenfoot is also
different from Alice because it needs more writing java code for making
programs, and the language exposed to the users is Java. Greenfoot is Java
two dimensional environment and is specialized for development of
animations, simulations and games. It is designed for using in height schools
and first programming courses in universities. [7]

This environment is a full interactive world of objects. It is a self-
contained system that provides a full IDE, including integrated editor, compiler
and debugger on source level and also contains build in classes and objects
and allows creation of new classes and object [5, 6].

Its runtime environment and compiler uses standard Java. Also classes that
are used there are pure Java classes and the syntax is also the same of
standard java syntax.

Some of the advantages of Greenfoot are: easy way of making
programming and giving visual feedback to the user. Scenarios are flexible
and offer different level of complexity that makes this system usable in
different age group categories. Greenfoot give very clear way of presenting
object oriented concepts like (class, objects, inheritance etc.) It allows easy
development of different scenarios and games with a little previous theoretical
knowledge background, and also allows interaction with objects and easy
control of their behaviors. Another advantage of this environment is the
existence of an easy way of migration to other Java environments. Greenfoot
is easy way to start programming games and simulations complete with 2D
graphics and sound. But the support for text is very poor and is not using 3D
[8,6].

Greenfoot user interface consist of the world (the background of the
scene) and actors (Greenfoot objects). The two superclasses in the Greenfoot
are World and Actor and they are always present in the scenario. All other
classes are sub classes and derived from these two superclasses. One
scenario of Greenfoot is presented in Figure 2.
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Figure 2. Screenshot from Greenfoot interface.

Greenfoot has build in predefined classes, objects and methods but
also give a user a chance to create new classes objects and functions that
give functionality of the instances (actors). The classes can be edited,
compiled and instantiated. At any moment user can see the hierarchy
structure of classes. The code of each class can be seen in code editor where
the user can edit the existing code and add new code. The explanation of
each class can be seen in the documentation [14].

2.3 BlueJ

Blued is specifically developed for the purpose of teaching object
oriented programming with Java and it is free and open source software. This
environment can run on all platforms supporting a recent Java virtual machine
[11,13]. Blued is fully integrated environment. It supports graphical
visualization of class structure and also a textual editing. It have built-in editor,
compiler, virtual machine and debugger therefore it offers easy-to-use
interface ideal for beginners.

BlueJ provides clear separation of the concepts of classes and
objects. Classes and object in this environment are visually represented as
UML (Unified Modeling Language) class diagrams (Figure 3) [6]. In this kind
of visualization, hierarchy among classes can be clearly seen, but BlueJ does
not provide direct visualization of any the object’s state or behavior.
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Figure 3. Screenshot from Blued interface

It allows easy making of classes and when the classes is added and
compiled, the user can interactively instantiate objects and execute their
methods through a sequence of pop-up menus. This allows users to
immediately see the effect of a method invocation on that object and also
simplifies the debugging process [9].

This environment uses the standard javac compiler, that gives users
exposure to the exact same language, and the same compiler error messages
that they might get when they leave Blued and move on to other tools. These
kind error messages are not always helpful, especially to beginner
programmers, so BluedJ provides extended help text for better understanding.
This environment allows compilation and running the program without any
main methods, but does not support as much features as professional IDEs,
like NetBeans [10], Eclipce[13] or JBuilder[15] does.

BluedJ allows easy migration from educational tool to professional Java IDE,
because in NetBeans IDE exists Blued plug-in that can help the migration
[10].

3. Making comparison

All these three IDEs are used for easily learning of object oriented
programming but still, they are different. They are different from commonly
used IDEs for Java, like Eclipse and NetBeans. On one hand, these three
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environments can be used for learning Java by users who have very little
theoretical knowledge of programming, and on the other hand Eclipse and
NetBeans are environments that are used for professional development of
complex Java programs.

Target group of users of all three environments are novices
programmers, but Alice is named for younger beginners. It can be used in first
classes of introduction in programming. In Alice object are presented in 3D
and are more realistic and more fun to animate the beginners. Greenfoot is
2D environment but still similar to Alice because it uses defined set of classes,
object and methods, and all objects are presented with adequate pictures.

In Blued environment classes a visually presented as UML diagrams,
and not as pictures. All three environments provide interactivity to user.

Alice does not use text editing at all, methods and objects are made
using drag-and-drop interface and pop-up-menus. Greenfoot and BlueJ on
the other side have text editors where the user can write his own code.
Language presented to the user in Alice is not standard Java allowing the
user to avoid making syntax errors. In Greenfoot and Blued, language
exposed to the user is standard Java, to make better approach to professional
Java IDEs.

All three environments offer way for migration to professional IDE for
programming. Alice and Greenfoot are more game oriented and might be
used as a tools for easy making games and animation.

According the features they offer for learning programming Greenfoot
is in the middle between Alice and BluedJ. So in the learning chain novices
programmers might begin with Alice then migrate to Greenfoot and then to
Blued. Blued is most closely resembled with professional IDEs and its
migration to professional environment is the easiest one.

4. Conclusion

Because object-oriented programming is quite abstract and complex,
beginner-students often have trouble with learning the basic concepts of
object—oriented programming. Furthermore, students often do not understand
the reason for learning and advantages of using the object-oriented approach
to software development.

Professional IDEs are not always adequate for learning basics of
object oriented programming because these environments usually are not
object oriented also they can be very complex and focused on building
graphical user interface[9].

Alice, Greenfoot and BlueJ, make programming easier than other
commonly available tools. They easily can be used from young people, non-
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engineering, undergraduates with little or no-programming experience. They
use visual elements to represent the object concepts and allows interactivity
to user. Using visualization and interaction provides a sense of reality for
objects.

Alice, Green and Blued, are environments that allow users to focus on
the concepts of objects like encapsulation or inheritance rather than dealing
with syntax errors. So, these three environments can be used as impressive
introduction to a professional IDEs.

Our purpose was to present these little-known environments for Java
and to clarify their pros and cons. They might be used for adding efficiency in
the process of learning.
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Abstract: This paper reveals some popular methods and types of test
approach for students’ knowledge and skills assessment that have been used
in the machine engineering faculties. The received test results from
conducted experiments have been analyzed and interpreted by the means of
statistical methods. Definite conclusions have been made concerning the
efficiency of appliance of different test approaches.

Keywords: assessment, tests, E-learning, programming

1. Introduction

In the modern forms of education, conducted with the help of multimedia
technology, the introduction of e-learning systems, various test control and
assessment systems of students' knowledge is exceptionally significant.

Important parameter among the general characteristics in the process of
learning is the assessment. For the process of checking the obtained
students' knowledge different methods might be used - traditional
examination by writing an essay to a definite question, the oral answer to a
problem, or the usage of previously drawn test’ variants. The test method for
assessment offers many advantages over the other methods, such as
shortening of the time control, covering larger amount of the material, and the
ease of interpretation and analysis of the results.

The goal of the experiment has been to reveal the advantages and
disadvantages of the already used methods for one and the same discipline
in one and the same direction at the Technical University of Sofia, Bulgaria.
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That was necessary when the directions as a number of definite faculties have
been introduced where the study of the same discipline have to be on the
same level. In order to compare the level of students' knowledge the
comparison began from the testing methods.

2. A brief overview of some methods for structuring the test questions

The usage of a test method for control and assessment of students'
knowledge involves structuring the entire learning material in an appropriate
sequence, selection of appropriate types of test questions and creation of
relevant evaluation criteria.

The most convenient tests from the getting a “correct” image of learning
process’ results point of view are the didactic tests. They measure the
received results in the learning process of definite curricula in an organized
learning process. The didactic tests are two types:

e Normative — they establish the personal achievements of each tested
student by comparison to everyone else who worked on this test. The level of
these achievements always ends with an assessment.

e Criteria — they measure the student’s achievements according to the
standards already set in the curriculum. This type of tests are also
standardized tests.

Both types of tests should not be opposed, because they have common
characteristics, such as using the same type of test questions, the same
properties (validity, reliability, difficulty, etc.), the evaluation requires a sample
of test questions and others [1].

The construction of didactic tests requires the following:

e questions must be clearly and concisely written;

e the proposed options for answer must be unambiguous;

o the learners must have limited (but sufficient) time to think over the

answer;

o the student have to work almost without need of supplies;

¢ limited ability for random guess of the correct answer;

e opportunity to receive immediate evaluation after the test.

The didactic tests allow the usage of two main types of test questions -
open type and closed type.
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¢ Open type - these are the questions and problems with free response
in which students themselves can formulate their answer. In them, the
students can apply, analyze and present their knowledge and related
skills.

e Closed type - these are the questions and tasks with the so called
structured response in which students choose an answer, their ability
for response is limited or is one among many alternatives. This type of
qguestions can possess different structure:

- dichotomous tests (type true-false-items) — these questions consist
from one statement or proposition that is offered to the student for
assessment whether it is true or not. The advantage of this type is that the
tests are composed relatively quickly and require less time. They allow quick
processing and analysis of test results. The results are not affected much by
the chance that one answer might be selected randomly. Deficiencies are
associated primarily with the students possibility to guess 50% of the
responses completely random, even without thinking;

- tasks with multiple response (type multiple-choice items) - the most
commonly used type of questions in didactic tests. They have two parts - a
base (specific task formulated as a question or incomplete statement) and
alternatives (possible answers or statements, only one of which is correct).
Alternatives must be not less than three, in the best case, four or five possible
answers. Each test question should contain only one accurate, correct and
unambiguous answer. The advantage is that by the means of that type of
questions complete learning content can be covered and the verification of
responses is relatively quick. The disadvantage is that the possibility of
guessing the correct answer depends on the number of offered variants for
answer;

- tasks for comparison - allow to assess students' understanding of the
interrelationships between words and definitions, events and dates,
categories and examples etc. In this case to one set of information is
proposed a definite common set of answers. The question usually is given in
two columns. The student is required to relate the elements from one column
to the elements in the second column. The advantage of this type is that it
allows relatively quick checking of the utilization of relatively large amounts of
factual information. Assessment is objective and independent and the
evaluation can be performed automatically. Disadvantages — questions are
hard to understand [2];

The latest trend in education is the application of the so-called adaptive
tests (tailored-tests). They implement the strategy whereby questions have
been chosen according the appropriate student’s level of preparation. At the
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beginning, the student undergoes diagnostic test questions, and then
depending on his results the proposed test questions are tougher or lighter.
The construction of such tests is a complicated and long research process,
which is based on the latest theories in the field of testing with probabilistic
and informational technique nature, such as probabilistic theory or called.
Poisson - D. Raash model, the theory of "Maximum-Likelihood-Shatzung" of
RA Fisher, the three parametric model of Birnbaum and some other [3].

The usage of the test method for monitoring and assessment of students'
knowledge is an innovative method that enables the increase of the cognitive
activity of the students, and self-diagnosis of their achievements. With its help,
the lecturer can make a quick and easy statistical and/or probabilistic analysis
of the results and reliable conclusions about the quality of the learning
process.

3. Description of experiments with different types of tests

In the machine engineering faculties mainly two types of tests have been
used.

The first type of test is the one that contains only the short answer type of
questions [4]. This type of test has been used without computer, just on paper.
The usage of computer assisted testing may be introduced successfully but
the checking of students’ answers will still remain without computer help. That
is so because the short answer questions are similar to essay. The student
gives his answer without any kind of hints. The questions have to be
constructed in a clear form [2] and they should require a short answer. Still it
is a free constructed answer and the computer assisted checking of such
answers is not on the appropriate or better to say desired level. From another
side their checking would be considered much easier than the essay. As the
praxis has proven the checking and proofing of such type of questions is really
timesaving if the required answers are short and clear. And depending on the
question formulation the spent time for checking and proofing is comparable
to the time of the manual checking and proofing of multiple choice type of
questions.

Sometimes the short answer questions are neglected because of their
general usage to require the exact reproduction of knowledge, e.g. "Define
the element of the ..." or “List the elements that....” However, this
disadvantage can be overcome by the usage of questions of higher levels
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according the Bloom’s theory, e.g. “What is the difference between...”,
“‘Analyze the advantages of the usage of element ...”, “Categorize the
elements according...”and so on. In this way, the student has to prove his
understanding of knowledge or even more his ability to comprehend, analyze
or evaluate (Fig. 1).

Hisgopuamiza T 2010.2011 9. Jla ce OMpEIETH PETYITATA OF IGTLTHEHHETO B CICTHATA POMPEa:
#include <stdio.h> /731
#include «stdlib.h>
r ant K int main()
Bapnant KIAA R

1. Ko ¢a OCHOBHIfTE RIVIORE ATTOPHTMEHHI CTPYKTYpI?
2. Onimere ynpan sRamara cTpYKTypa 1€, JlaiiTe npMEPH 13 RAPHANTIE C GI0K CXEMIL

3. Kaichi € MeXaNIIME 30 RPLINAHE W PETYITATI OF HITKIHEHHETO Ha dyknrre?
4. Jla ce wvamenaT wpannte: Tay [11=Array[N-1-1]; Array[N-1-il=b;}
a) (x > 0) (x<=0)
B) (x > 0) && (x<=0)

{
[%dl= %.3f\n",i, Array[il);}

5. Ko ¢3 GCHORHUTE ONEPAILHN 110 PAKTHPAE CTPYKTYPATA HA TEKCTORH IOKYMEHTH B }

pesaMa 1@ CTpYKTYpHOTO peAnkTHpane (Outline view) b TexcTopGpaGoriaT’
6. Kaxno npencrannamar 6avie mammm?

. v 1 10. Kaxso me nme i wa eWpana ¢l HaTa nporpaa
7. Enexcrposn Tabmimus. Hanmmere hopmysia 3 wFmerenie na cietmms wipas finclude <stdio. ks 16
#include <stdlib.b>

b-ox int Bro (int a, int b);

2sma

rteo: "a” ce mavnpan kaenca BIS (b pamsan),
“b" - s kacmia C13
“r" - B kiersa D15

8. /1 0 ONpesic:T PEIYATATA OT HATKTHERIETO HA CIEHATA NPOrpaNa:
#include <stdic.h> //82

}
int Bro (int a,int b)
#include <stdlib.hs {

i et
T i
int i=1,s=0, a=3; }
while (il=4}
o

s+=it2
printf(*izad \n*, 1),
printf(*S=%d \n", s);
system(“pause”);

0;

}

figure 1 Test with short answer type questions

This method for test construction requires that the discipline or the part of
discipline on which a test will be constructed have to be presented as a set of
sections (Fig. 2). On figure 2 the sections are named from Section 1i to
Section Ni, where i depicts the appropriate cognitive level according to the
Bloom’s taxonomy.

Each section includes a number of questions over a part of the curricula.
Every section corresponds to a certain cognitive level in Bloom’s taxonomy.
The questions to each section may refer to the lowest level in the taxonomy
up to the level of the section.

Of course, it depends on the author of the test, but in such way, the
students will be tested and assigned to the cognitive level, which correspond
to their assessed knowledge and skills. The construction of a definite variant
of the test should contain questions at different cognitive levels that are equal
or lower than the level of corresponding section.
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Discipline

Section 21

Section NI
(NN

Question] Ij| ~ [Question2jf | QuestionIMj| | Questiondlj | | QuestionNj | (QuestionNM]
" LK "

Legend:
i — cognitive level of the section
N - number of the section
M — number of the question in the section
j — cognitive level of the question

figure 2 Test structure

By this kind of tests, the correct answer to each question brings the student
3 points. Each test variant consists of 10 questions. The distribution of
questions over the cognitive levels brings to the correct correlation between
the assessed knowledge and skills and the gathered points from the test.

The described test type has been experimented for the knowledge and
skills’ assessment of one group of 112 students twice per one semester and
another group of 182 students also tested twice per one semester.

At the same time another type of testing has been used for control and
assessment of another group of students.

The second type of tests consists of questions of multiple choice type.
These students have been tested twice per semester with this kind of tests.

During the real implementation in the learning process of this type of test
control, the students’ answers to the same number of questions, uniformly
distributed, at the learner material [5]. All questions are stored in one unified
database; the questions are generated according to the basic topics on the
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studied material separately, through random method [6]. All generated tests’
variants have the same characteristics, for example: united structure of the
proprieties part with the same number for choice, as one of them is true,
difficulty, the same points for a correct answer, they have equal time for
implementing of the control and one and same predefined grade scale [7]. In
that way the students are stationed in equal conditions, because they have
possibility decide equal by difficulty, but different by content tests (Fig. 3).

For getting of assessment for mean level (3) on the first and second test’
control, it is necessarily the students to obtain 30 percent of correct answers
[8]. Evaluation with higher marks is respectively with the criteria of ECTS
(European Credit Transfer System) (Fig. 4) [9].

Berpoc 15

KakbB Wwe 6bae pesynTaTa oT M3MbAHEHNETO HA CNeAHWA NporpameH thparmeHT Npw
HavanHu cTorMHocTH A=-6 n B=1007?
if (A > 3) or (B < 90) then A:=12
else
if (B >90) and (A < 80) then A := 22
else
B :=33;

m A=12, B=100;
Q A=22, B=33
m A=12, B=33 |
m A=22 B=100;

l" EEEEEE e e ?

Correct!

figure 3 Page with a multiply type question
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figure 4 Final page from the continue control system

The previous experiments [5, 6, 7, 8] have proved that this type of
questions and respectively tests give the most exact correspondence of
students’ knowledge and skills and the gathered points (or the mark).

The time spent for the checking of these types of tests is quite short.

On the base of the gathered results, some quite useful histograms (bars)
could be presented. They allow the comparison of empirical distribution of
students’ results according the two investigated educational years for each of

investigated faculty:

e Faculty of Power Engineering and Power Machines (FPEPM) — (Fig. 5);
e Faculty of Transport (FT) — (Fig. 6).

Distribution of the results of the students of FPEPM

¥2010/2011yu.ron,

H2011/2012y4.ron,.
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figure 5 Distribution of students’ results of Faculty of Power Engineering and
Power Machines (FPEPM)

Distribution of the results of the students of FT
90
80
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60

50
40 B 2010/2011y4.roa.
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20
10

not poor mean good  very excellent
involved good

figure 6 Distribution of students’ results of Faculty of Transport (FT)

The students’ results of Faculty of Power Engineering and Power
Machines (FPEPM - fig. 5) have undergone the second test type — multiple
choice test type and the students from the Faculty of Transport (FT — fig. 6)
have conducted the tests from the first type — the short answer type. The
distribution of the students’ results is similar for both faculties and this points
that both test types measure in equally correct way the received knowledge
and skills.

4, Conclusion

The experiments for the two types of testing have been conducted in two
successive years during the first semester and for a discipline that have been
studied in one semester in both faculties. The chosen faculties are the Faculty
of Transport and the Faculty of Power Engineering and Power Machines -
both in the machine engineering direction.

The experiments have established that the both types of testing bring to
correct correlation between the assessed knowledge and skills and the
received marks from the test.
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The short answer types of questions develop the students’ ability to
construct answers, to present ideas and so on, and this is very important in
this age of electronic devices.

The second type of tests is much more suitable for the lecturers and
instructors because it is timesaving.

From these results, we can draw the conclusion that the usage of the test
method for control of the learning or the e-learning processes is an effective
instrument for measurement and assessment of the level of the knowledge
and skills of the students, being educated. It gives the teachers the
opportunity to acquaint themselves with the results during the learning
process and in this way allow them to change or adjust the learning material
according the students’ level. The usage of the two different forms and the
test methods themselves have not played significant role for the assessment
of the students. Their differences have been much more significant to the
teachers in the timesaving aspect.
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Abstract

Introduction to transliteration as a process discovers the ability to differ
and convert symbols from one language with different meaning to other
languages. The intelligent algorithm for detecting Latin and Cyrillic alphabet
has a need of minimal steps for transliteration, in the cases when the words
from one language can have more than one meaning. This paper pays
attention to the forms of transliteration of full sentences, which shall be used
for Macedonian texts written in Latin alphabet on social networks, web-sites,
old magazines etc.

Keywords: algorithm, Macedonian texts, Latin and Cyrillic alphabet,
more than one meaning.
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Introduction

The transliteration is a process used for mapping of words from one
system of writing to another. This procedure is widely applied in Macedonian
alphabet that uses Cyrillic letters, due to the circumstances when the writing
of letters in Latin alphabet is required. With the assistance of modern
techniques and technologies, the process of easier and faster transliteration
under standard circumstances is enabled. But under non-standard
circumstances, common for Macedonian area, together with the grammar
rules, there is often a misunderstanding, especially regarding the meaning
and ambiguity of words. For example from “kuka” we derive “kyka” or "kyka”,
from “sok” we derive “cok' or "wok" and so on. It mostly happens in
international communication, where different technologies, without Cyrillic
input language, are used for sending messages and mails from mobile
phones, writing on social networks etc. Therefore, regarding transliteration
with different meanings, researches of the purpose and meaning of the words
in the sentence are required as well as algorithm that will solve this problem.
This could greatly contribute to Macedonian alphabet, especially for terms
written in Latin alphabet. The purpose of this research is creating a web based
service i.e. defining an intelligent algorithm that will enable transliteration of
full sentences from Latin to Cyrillic alphabet as well as transliteration upon
request of other applications.

Transliteration

The words from any language should sometimes be written in other
alphabet. Mostly this happens under Macedonian circumstances as well,
when the words are written in Latin alphabet. This is due to the fact that
communication devices do not have Cyrillic input language. When sending an
email from mobile phone written in Latin alphabet for example. The
transliteration may be reversible and convert terms from one alphabet to
another. The transliteration is not always a simple process for realization,
because there is not a difference drawn between writing Macedonian
alphabet with Latin letters. Therefore, there are rules according to several
standards. The Macedonian transliteration is standardized with ISO R9:1968.
This system was adapted and adopted in 1970 by the Macedonian Academy
of Sciences and Arts and it is considered as officially accepted in the Republic
of Macedonia. There are so far transliteration algorithms invented that work
perfectly under standard circumstances. Standard circumstances are those
when the writing of the texts follows already established standards such as
JS=0j, x&=zh*, ,s=dz", w=nj", k=kj*, ,u=ch®, ,u=dj* n ,w=sh“. This
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presentation of the letters and diagraphs is simpler. However, there is other
type of writing in which letters are called diacritics presented with a special
sign, for example for letters f, k, 4, X, W, s, Y - (4, K, &, Z, §, dz, dz). This is
demonstrated in Table 1.

Table 1. Transliteration from Cyrillic to Latin

alphabet under standard circumstances

Table 2. Ambiguous Transliteration fi
Cyrillic to Latin alphabet under non-stanc
circumstances

254

Cyrillic  Latin | Process of transliteration Cyrillic  Latin | Process of transliterati
A A
a Aa aBaHTypa avantura a Aa aBaHTypa avani
b b
6 Bb 6opba borba 6 Bb 6opba borbe
B . B
5 Vv BECTU vesti 5 Vv BasHa vazni
N Gg rpag grad N Gg rpag grad
n A Dd OpBo drvo 1 A Dd OpBo drvo
't Gjgj faBon gjavol 't Gjgj faBon gavol
R E Ee erneH elen o E Ee eneH elen
Ko 2h KOHrne zhongler K Zz XKOHrne zongl
» zh p g ” p g9
33 Zz 300p zbor 33 Zz 300p zbor
Ss SZZ sug dzid Ss Zz sua zid
7 . . 7 . .
li UMoT imot [ UMoT imot
n n
Jj 1 Jj jyoune;j jubilej Jj 1 Jj jybune;j jubile
Kk Kk Kocka koska Kk Kk Kocka kosk:
n d LI nepeH leden n d LI nepgeH leden
. Tb Ljlj Tbybnunua ljubichica . b LI Tbybnumua lubici
M . M
" Mm MaHacTup manastir " Mm MaHacTmp mane
9y H N n Hora noga 9y H N n Hora noga
t Nj nj KOH> konj b Nj nj KOH> konj
H H
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0] o
o Oo obrneka obleka o Oo obneka oblek
n M
q Pp necHa pesna q Pp necHa pesn:;
P P
o Rr pa3roBop razgovor o Rr pa3roBop razgc
c C Ss coba soba c C Ss coba soba
TT Tt Topba torba TT Tt Topb6a torba
Kk KjKkj kymyp kjumur Kk Kk kymyp kumu
Yy Uu ymepeHo umereno Yy Uu yMepeHo umer
® ® Ff dopma forma ® ® Ff dopma forme
XxiHh XyMop humor XxiHh XyMop humc
" H Cc LiBeke cvekje " H Cc LBeke cveke
4 |ch 4yoBeK chovek H Cc 4yoBeK covel
y ch Y
LI . . N LI . . S
" Dj dj Lamuja djamija " Jj Lamuja jamije
W Sh Lwekep shekjer - Ss Lwekep seker
w sh w

Under non-standard circumstances, very common in Macedonian
area, the writing of letters in Latin alphabet can have two meanings in Cyrillic

“n [T} [1PR] 7]

alphabet. So, for the Latin “s” we have Cyrillic “w” or “c” and for Latin “2” we

can have Cyrillic “3” or “X”. Hence, the sentence is unclear. This is
demonstrated in Table 2.

Therefore, the end results are usually words with different meanings.
For example, from “vesti” we derive “BewTtun" or “Bectn”, from "dokazi" we
derive "pokasun" or "mokaxn". There are a lot of other examples too. This
instances are called “ambiguous transliteration”.

Ambiguous transliteration

This paper is consisted of two smaller researches of ambiguous
transliteration of full sentences from Latin to Cyrillic alphabet. The first
research regards finding words that can have more than one meaning in the
given alphabet. For that purpose we use a given base (dictionary) with
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251460 words of Macedonian language including: verbs, names of locations
and people, adjectives, nouns and other terms, and with the assistance of
elaborated transliteration algorithm we obtained more than 5000 words with
ambiguous transliteration.

Result

This means that more than 2 % of the words in the dictionary written
in Latin alphabet have more than one meaning when transliterated in Cyrillic
alphabet. This result of transliterated words has a great contribution to the
structure of the language itself. When browsing those words in the given web
service that makes difference between Cyrillic and Latin alphabet, the
different meanings of the words is shown (for example 3abap, 3eneH, cok
etc.). We will explain the procedure of transliteration of individual non-
standard words with the following example. They should go through all these
steps of transliteration demonstrated in diagram 1 and the obtained result
shall be the ambiguous word.

* s‘tep 1
Data Transliteration Stored databa
(Cyrillic) = (Cyrillic->Latin) T (Latin) = T

iJ.r * step 2
Implementation of
transliterated data —
(Latin)

'vlv * step 3

More significant data
(Cyrillic)

Diagram 1. Transliteration of individual words

Step 1: In the beginning, the transliteration of every data from the given
dictionary commences. Let's take the noun {3abap} that should be
transliterated in Latin alphabet. This means that each character of the data is
transliterated in the other alphabet {3,a,6,a,p -z,a,b,a,r) and it is saved in the
database with its own unique key. This step is repeated for all words in the
dictionary.

Step 2: Each transliterated word, transformed to Latin alphabet, is further
selected and compared to the following transliterated word from the database
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in order to check its ambiguity. It can be achieved by repeating the word
{zabar} more than once.

Step 3: In this case the word {zabar} is placed in position of two nouns, which
means that the end result has the following order {zabar}->{3abap, >xabap}.
We can conclude that the final step enables a view of ambiguous term which
basically is given in Cyrillic alphabet.

That is the part that we shall work on in order to properly transliterate
full sentences and to obtain the real meaning of the full sentence. When
transliterating only one word, the ambiguity of the words written on Latin
alphabet cannot be resolved. However, when transliterating full sentences, a
solution can be found.

Table 3. Overview of words with two meaning obtained by the steps
of transliteration

Ordinal
number of
the
Id dictionary | Cyrillic Latin Words with two meaning
280 9279 bac bas bas(6ac) - 6ac, 6aw
586 18295 BaxHa vazna vazna(Ba)kHa) - BaXkHa, Ba3Ha
667 20687  Bectu vesti vesti(Bectu) - BeCTn, BewwTH
dokazi(gokasan) - JoKaxwu,
2110 42856  pokasu dokazi pokasu
2355 53109  >xabwu zabi zabi(>xabwu) - xxabwu, 3abu
2472 54909 3abap zabar  zabar(3abap) - xabap, 3abap
2836 69526  3BYyUM ZVuci Zvuci(3Byum) - 3ByUM, 3BY4U
2876 71706  3Hauu znaci znaci(3Haum) - 3Hauu, 3Hauu
3157 94910 «kaca kasa kasa(kaca) - kaca, kawa
3262 97909  koxa koza koza(koxa) - koxa, ko3a
popusti(nonyctn) - nonyctu,
4304 175440 nonycTn popusti nonywTK
4677 223624 cedpot sefot sefot(cedor) - cedpoT, wedot

Solving ambiguous transliteration
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We suggest one algorithm for intelligent solution of transliteration
which can work under circumstances of full sentences transliteration. It is
created in order to properly show the words with two meanings, obtained by
transliteration under non-standard circumstances, in accordance with the
grammar rules. In order to prove its practicability, another research was
conducted related to transliteration of certain number of sentences
downloaded from the Internet. These sentences contain different terms,
adjectives, nouns, conjunctions etc. This is only part of the solution with
particular steps required for resolving the existing problem i.e. the ambiguity
of words. Firstly, a calculation of the Kij.coefficient of words is conducted. Two
formulas of ambiguity are used for that purpose. The first formula calculates
the parameters which are not divided with 10%, whereas the second formula
is with 10% The parameters are simple and are equally applied in the two
formulas which are: the total number of sentences that contain one or more
of the ambiguous words, the number of repetitions of all words in the
sentence, the total number of all sentences that use ambiguous words. There
are tests of 29 downloaded sentences conducted in the research. Those
sentences contain the ambiguous word in Latin alphabet as “vesti” and
“Bectun” or “Bewt” in Cyrillic alphabet.

Formula 1. Parameters without 10% Formula 2. Parameters with 10%

Ki=P/S1+S//S, Ki=(P/S1+S1/S2)*0,10

In the following two table those 29 sentences are demonstrated, i.e.
16 sentences that contain the word "Bewwtn" or 13 sentences that contain the
word "BecTtun". Using the given formulas we obtain results for the parameters
of each word that are explained in details with the following 7 steps.

Table 4. Overview of 24 sentences that contain the word “BewT”

Total
BewT Repetition | Sentence | sentence | Coefficie
/] 16 s s s nt
BELT
n Ha 12 0,75 0,55 1,30
BELWT MuUHaTaT
n a 1 0,06 0,55 0,61
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BewT

" 3abaBa 1 0,06 0,55 0,61

BewT

" BO 10 0,63 0,55 1,18

BewT

" Ckonje 1 0,06 0,55 0,61

BewT

" oBue 2 0,13 0,55 0,68

BewT

" XKEHU 4 0,25 0,55 0,80

BewT

" UM 1 0,06 0,55 0,61

BewT

" nomaraa 1 0,06 0,55 0,61

BewT

7] oonHute 1 0,06 0,55 0,61

BewT

" on 5 0,31 0,55 0,86

BewT JHEBHMO

" T 1 0,06 0,55 0,61
Table 5. Overview of 24 sentences that contain the word “Bectn”

BecT Repetitio | Sentenc | Total Coefficie

7 13 ns es sentences | nt

BECT 0,4482758

" HajHOBU 3 0,23 62 0,68

BecCT 0,4482758

" on 6 0,46 62 0,91

BecCT MakenoH 0,4482758

" nja 3 0,23 62 0,68

BECT 0,4482758

" n 5 0,38 62 0,83

BECT 0,4482758

" CcBeToT 4 0,31 62 0,76

BECT 0,4482758

" cnoptckn 1 0,08 62 0,53

BECT 0,4482758

" 3abaBHU 1 0,08 62 0,53
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BECT 0,4482758
" aHanusmn 1 0,08 62 0,53
BecCT 0,4482758
n nHTepBjya 1 0,08 62 0,53
BecCT 0,4482758
" BMOEO 1 0,08 62 0,53
BECT 0,4482758
n m 1 0,08 62 0,53

This is followed by the steps for calculating Ki coefficient:
Step 1: Entering sentences in database, 29 sentences in this case.

Step 2: Sorting all words from all sentences where words can be repeated
more than once.

Step 3: Calculation of P - parameter for repetition i.e. repetition of the words
in the database.

Step 4: Calculation of only S4 - number of sentences that contain the word
“BewwTn” with previously appeared repetitions.

Step 5: Calculation of only S; - the total number of sentences that contain the
words with two meanings “Bewwut” and “Bectu’.

Step 6: Here the K; - coefficient is calculated as summary of step 4 and step
5.

Step 7: Then, we write Macedonian sentences shown in Latin alphabet. In
this case we have the sentence “Najnovi vesti od Makedonija i svetot". Each
word of the sentences has its own coefficient. The summary of the coefficients
gives the right word for transliteration.

All these steps described above regard table 4 and table 5, whereas the result
of step 7 is obtained by these two tables.

Result

Out of the coefficients’ sum for “BewuT” we obtain the result 1,97 and
for "Bectn" it is 3,86. This means that the sum with greater value represents
the right word in some sentence or it gives the meaning of the whole
sentence.
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Table 6. Data for sentences of the word with two meanings

Najnovi vesti od Makedonija i svetot. (with sentences)

BELTU sentences (BewwTn) BECTU sentences (BecTun)
HajHOBM 0 HajHOBM 0,23
o 0,31 o 0,46
MakegoHuja | O MakegoHuja | 0,23
7 0,56 7 0,38
cBeToT 0 cBeTOoT 0,31
0,87 1,61

Table 7. Data for coefficient of the word with two meanings in full sentences

Najnovi vesti od Makedonija i svetot. (with coefficient)

BELITU coefficient (sewwtn) BECTU coefficient (Bectn)
HajHOBU 0 HajHOBU 0,68
oa 0,86 oA 0,91
MakegoHuja | O MakepoHuja | 0,68
7 1,11 7 0,83
cBeToT 0 CcBEeToT 0,76
1,97 3,86

For testing, a simple algorithm is elaborated which gives satisfactory
results for determining the sense of the sentence and hence, it gives
successful transliteration of full sentences. This is only one part of the solution
which needs to be realized for transliteration of the words’ meanings.

Conclusion

Based on the results obtained from conducted research, the following
conclusions can be drawn.

The transliteration as reversible process enables individual
transformation of letters from one alphabet to another. Due to the inability of
several digital devices to use Cyrillic alphabet for writing of digital text, certain
standards are used. Under some circumstances, there are words with two or
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more meanings, and therefore, that produces obscurity in the meaning of the
sentence. For that purpose, algorithm which can distinguish these words and
calculate the coefficient for transliteration of words is used. This solution is
possible if transliteration is applied for full sentences. So far, the calculation
of the coefficient was not performed in digital form, for that reason the future
job shall regard creating algorithm for transliteration of ambiguous words
which can provide coefficient of words and with that the proper meaning of
the full sentences as well. The application shall be the most useful in web
services for transliteration of non-standard digital texts written in Latin to
Cyrillic alphabet.
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Abstract: In 1999, A. D. Keedwell found cross inverse property quasigroups
(CIPQs) applicable to J. H. Ellis's original schema for a public key encryption.
The present study devices a mechanism of changing the use of the Keedwell
CIPQs against attack on a system(as required by the author). This is done as
follows. The holomorphic structure of automorphic inverse property
quasigroups (loops) [AIPQs (AIPLs) ] and cross inverse property quasigroups
(loops) [ CIPQs (CIPLs) ] are investigated. Necessary and sufficient
conditions for the holomorph of a quasigroup(loop) to be an AIPQ (AIPL) or
CIPQ (CIPL) are established. It is shown that if the holomorph of a
quasigroup(loop) is a AIPQ(AIPL) or CIPQ (CIPL), then the holomorph is
isomorphic to the quasigroup(loop). Hence, the holomorph of a
quasigroup(loop) is an AIPQ (AIPL) or CIPQ (CIPL) if and only if its
automorphism group is trivial and the quasigroup(loop) is a AIPQ(AIPL) or
CIPQ (CIPL). Furthermore, it is discovered that if the holomorph of a
quasigroup(loop) is a CIPQ (CIPL), then the quasigroup (loop) is a flexible
unipotent CIPQ(flexible CIPL of exponent 2 ). By constructing two isotopic
quasigroups(loops) U and V such that their automorphism groups are not
trivial, it is shown that U is a AIPQ or CIPQ (AIPL or CIPL) ifand only if V is
a AIPQ or CIPQ (AIPL or CIPL). Explanations are given on how these CIPQs
can be incorporated into the encryption scheme of Keedwell for higher
security using a computer.

Keywords: holomorph of loops, automorphic inverse property loops (AlPLs),
cross inverse property loops (CIPLs), automorphism group, cryptography
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1 Introduction and Preliminaries

Let L be a non-empty set. Define a binary operation (-)on L. If x-ye L for
al x,yeL , (L;) is called a groupoid. If the equations:
a-x=b and y-a=b

have unique solutions for x and y respectively, then (L,) is called a

quasigroup. Let J, be a permutation on L with inverse mapping J, i.e.

J'=1J, andforeach xeL,let x” =x/, and x* = xJ,. Also, let

i i
x" =) and x* =((xP)?) fori>1.
i—times W

Now, if there exists a unique element e € L called the identity element such
thatforall xe L, x-e=e-x=x, (L,) is called aloop. Hence, in a loop, if x*

and x”* obey the relations xx” = e and x*x = e respectively, they are called
the right and left inverses of x respectively.

For a loop (L,) , recall the classic definition of its Holomorph. Let
Hol(L) = Lx Aut(L) and with multiplication defined on it as follows:

(x,a)(y,p) = (x-a(y),ap).

But because we shall be mapping from the left, we shall adopt the definition
of a loop in Bruck [8]. Let the set H = H(L)= Hol(L) = Aut(L)x L . If we

define ' o ' on H such that
(a0, x)o(B,y)=(af,xp-y)V(a,x),(B,y) € Hol(L), then (Hol(L)e) is a
loop as shown in Bruck [8] and is called the Holomorph of (L,).

Definition 1. A Joop(quasigroup) is a weak inverse property loop
(quasigroup)[WIPL(WIPQ)] if and only if it obeys the identity

X))’ =y’ or () lx=yt

A loop(quasigroup) is a cross inverse property loop (quasigroup)
[CIPL(CIPQ)] if and only if it obeys the identity
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xy-x’ =y or x-yx’ =y or x* - (yx) = yor x'y-x=y.

A loop (quasigroup) is an automorphic inverse property loop (quasigroup)
[AIPL(AIPQ)] if and only if it obeys the identity (xy)” =x"y” or (xy)* = x*y*

Consider (G,) and (H ,) been two groupoids (quasigroups, loops). Let
A,B and C be three bijective mappings, that map G onto H . The ftriple
a=(A,B,C) is called an isotopism of (G,) onto (H,) if and only if
xXAoyB=(x-y)CVx,yeG.

If (G,)=(H,), then the triple o =(A,B,C) of bijections on (G,) is called
an autotopism of the groupoid (quasigroup, loop) (G,) . Such triples form a
group AUT(G,) called the autotopism group of (G,) . Furthermore, if

A=B=C, then A is called an automorphism of the groupoid(quasigroup,
loop) (G,). Such bijections form a group Aut(G,) called the automorphism

group of (G,).

As observed by Osborn [21], a loop is a WIPL and an AIPL if and only if it is
a CIPL. The past efforts of Artzy [3, 6, 5, 4], Belousov and Curkan [7] and
recent studies of Keedwell [17], Keedwell and Shcherbacov [18, 19, 20] are
of great significance in the study of WIPLs, AIPLs, CIPQs and CIPLs, their
generalizations(i.e m-inverse loops and quasigroups, (r,s,t)-inverse
quasigroups) and applications to cryptography.

Interestingly, Adeniran [1] and Robinson [22], Adeniran et. al. [2], Chiboka
and Solarin [10], Bruck [8], Bruck and Paige [9], Robinson [23], Huthnance
[15] and Adeniran [1] have respectively studied the holomorphs of Bol loops,
central loops, conjugacy closed loops, inverse property loops, A-loops, extra
loops, weak inverse property loops, Osborn loops and Bruck loops.
Huthnance [15] showed that if (L,) is a loop with holomorph (H ), (L,) is

aWIPL if and only if (H ,0) is a WIPL. The holomorphs of an AIPL and a CIPL
were first studied by Jaiyéo la in [16].

For the purpose of applying CIPQs to cryptography, Keedwell [17] needed to
construct CIPQs with long inverse cycles. He constructed the following CIPQ
which we shall specifically call Keedwell CIPQ and explained in much detail
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how a CIPQ with a specified long inverse cycle may be constructed and
stored economically in a computer.

Theorem 1. (Keedwell CIPQ) Let (G,) be an abelian group of order n such
that n+1 is composite. Define a binary operation 'o' on the elements of G
by the relation aocb=a'b*, where rs=n+1. Then (G,) is a CIPQ and the

right crossed inverse of the element a is a", where u = (-r)’.

The author also gave examples and detailed explanation and procedures of
the use of this CIPQ for cryptography. Cross inverse property quasigroups
have been found appropriate for cryptography because of the fact that the
left(right) inverse of x* (x”) is not necessarily x unlike in left and right
inverse property loops where (x*)* = x and (x”)” = x. Hence, this gave rise
to what is called 'cycle of inverses' or 'inverse cycles' or simply 'cycles' i.e
finite sequence of elements x,,x,,---,x, such that x/ =x,,, modn . The

number n is called the length of the cycle. The origin of the idea of cycles can
be traced back to Artzy [3, 6] where he also found there existence in WIPLs
apart form CIPLs. In his two papers, he proved some results on possibilities
for the values of n and for the number m of cycles of length n for WIPLs
and CIPLs. We shall call these "Cycle Theorems" for now.

In Keedwell [17], the author showed that a CIPQ provides a means of applying
directly J. H. Ellis's original schema for a public key encryption system in
which the receiver takes part in the encryption process. See J. H. Ellis [12],
[13] and [14].

A few years later, the same idea was propounded by W. Diffie and M. E.
Hellman [11]. Their work was probably independent of that of Ellis because
Ellis was prevented by the Official Secrets Act from publishing his ideas or
any of their proposed subsequent implementations described in [13]. On the
other hand, the paper of Diffie and Hellman and the subsequent practical
implementations of it are very well known.

We shall now highlight the relevant part of [13] as recorded by Keedwell [17]:

1. Suppose the recipient has two tables 7, and 7, while the sender has one,

T, . These machine tables are not secret and may be supposed to be
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possessed by the interceptor. 7, takes an input k and produces an output x
. T, takes inputs x and p giving an output z. T, takes inputs z and k. All

these quantities are large numbers of the same magnitude. We can think of
1, as alinear table of simple list, while 7, and T, are square tables.

2. In operation, p is the message which is to be sent and k is a random
number, chosen by the recipient. He enciphers k by 7, to get x which he
sends. The sender uses x to encipher p with T, to get z, the cipher text,
which he sends back. Now, the recipient uses k to decipher z by means of
T, . It is clearly possible for the entries of 7, to give p under these

circumstances, we have achieved our objective.

3. If the numbers are large enough and 7, and T, sufficiently random to
avoid working backwards, p cannot be found without knowing & . In public
encryption terms, x is the public encipherment key and k is the private
decipherment key.

Let (Le) be a CIPQ with long inverse cycle (a,aﬂ,aﬂz,a  a

length ¢+ and suppose that both the sender § and the receiver R are
provided with apparatus which will compute xo y for any given x,ye L. The
latin square representing this quasigroup acts as the look up tables 7, and
T, and the long inverse cycle of the quasigroup serves as the third look up

table T; .

The receiver R selects randomly one element

e L of the long inverse
cycle and uses it to obtain a*’J ™" =a"" which he sends to S who has a
message m € L which he wishes to transmitto R . S uses a“™" to encipher
m as a“ " om which he sends back to R. Now R uses a" to decipher
a“Pom as (a“Vom)oa™ =m. Here, a“ " is the public encipherment

key, a“ is the private decipherment key.
According to Keedwell [17], the systems described by Ellis is not a public key

encryption system as presently understood because a new key k is chosen
for each new message (or part massge) which is to be sent.
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For a present-day public key implementation of the idea, the author found it
necessary to keep secret the algorithm for obtaining the right cross inverse of
each element of L. So the implementation might be carried out as follows:

A key distribution centre would be established. Each user would have a
computer programmed to calculate xo y for every pair x,y e L. Only the key

distribution centre would have knowledge of the long inverse cycle and would
(u)

use it to distribute a public key @’ and a private key a“*" to each user U, .

When user U, wished to send a message m to user U, he would send

(u+1)

(u)
aj j .

om which U ; could decipher using his private key a

However, this scheme is not very secure unless a mechanism is set up by
which the CIPQ (L,) is changed fairly frequently. The system is more

effective if implemented as a one-time pad which is in effect what Ellis was
describing. For example, it might be used

(i) for sending a message m=mm,...m, in which each portion of

the message has its own enciphering and deciphering keys; or
(i) for key exchange without the intervention of key distribution centre
in the following way:
The sender S selects arbitrarily(using physical random number generator)

an element ¢ of the CIPQ (L,0) and sends both ¢ and the enciphered

(u)

key or message a“’ om . The receiver R uses his knowledge of the

algorithm for obtaining a“™" from 4" (as given in Theorem 1.1, for

(u) (u+1)

instance) and hence he computes (a cm)oa =m.

The aim of the present study is to device a mechanism of constructing
a CIPQ which can be used fairly frequently to replace the CIPQ in the above
encryption process in order for it to be well secured against attack. This is
done as follows.

1.  The holomorphic structure of AIPQs(AIPLs) and CIPQs(CIPLs) are
investigated. Necessary and sufficient conditions for the holomorph of a
quasigroup(loop) to be an AIPQ(AIPL) or CIPQ(CIPL) are established. It is
shown that if the holomorph of a quasigroup(loop) is a AIPQ(AIPL) or
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CIPQ(CIPL), then the holomorph is isomorphic to the quasigroup(loop).
Hence, the holomorph of a quasigroup(loop) is an AIPQ(AIPL) or CIPQ(CIPL)
if and only if its automorphism group is trivial and the quasigroup(loop) is a
AIPQ(AIPL) or CIPQ(CIPL). Furthermore, it is discovered that if the
holomorph of a quasigroup(loop) is a CIPQ(CIPL), then the quasigroup(loop)
is a flexible unipotent CIPQ (flexible CIPL of exponent 2 ).

2. By constructing two isotopic quasigroups (loops) U and V such that their
automorphism groups are not trivial and are conjugates, it is shown that U is
a AIPQ or CIPQ (AIPL or CIPL) if and only if V is a AIPQ or CIPQ (AIPL or
CIPL). Explanations and procedures are given on how these CIPQs can be
incorporated into the above described encryption process of Keedwell for
higher security using a computer.

2 Main Results

2.1 Holomorph of AIPLs and CIPLs

Theorem 2. Let (L,) be a quasigroup(loop) with holomorph H(L). H(L) is
an AIPQ(AIPL) if and only if

1. Aut(L) is an abelian group,
2. (Ba,) e AUT(L)VY a, € Aut(L) and

3. L isaAIPQ(AIPL).

Proof. A quasigroup(loop) is an automorphic inverse property loop(AIPL) if
and only if it obeys the identity (xy)” =x”y” or (xy)* = x*y*.

Using either of the definitions of an AIPQ(AIPL) above, it can be shown that
H(L) is a AIPQ(AIPL) if and only if Aut(L) is an abelian group and
(B ,.al,.J ) e AUT(Y a,feAur(L) . L is isomorphic to a
subquasigroup(subloop) of H(L), so L is a AIPQ(AIPL) which implies
,.J,.J,)eAUT(L). So, (B a, ) AUT (L)Y o, B € Aut(L) .
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Corollary 1. Let (L,) be a quasigroup(loop) with holomorph H(L). H(L) is
a CIPQ(CIPL) if and only if

1. Aut(L) is an abelian group,

2. (f,a,1)e AUT(L)V a,p € Aut(L) and
3. L isa CIPQ(CIPL).

Proof. A quasigroup (loop) is a CIPQ (CIPL) if and only if it is a WIPQ (WIPL)
and an AIPQ (AIPL). L is a WIPQ (WIPL) if and only if H(L) is a

WIPQ(WIPL).

If H(L) is a CIPQ(CIPL), then H (L) is both a WIPQ(WIPL) and a

AIPQ(AIPL) which implies 1., 2., and 3. of Theorem 2. Hence, L is a
CIPQ(CIPL). The cGhverse follows by just doing the reverse.

Corollary 2. Let (L,) be a quasigroup(loop) with holomorph H(L). If H(L)
is an AIPQ (AIPL) or CIPQ (CIPL), then H(L)= L.

Proof. By 2. of Theorem 2, (8 ',a,I)e AUT(L)V a,3 € Aut(L) implies
xB"'-ya=x-y which means a=f=1 by substituting x=¢ and y=e.
Thus, Autr(L)={I} andso H(L)=L.

Theorem 3. The holomorph of a quasigroup (loop) L is a AIPQ (AIPL) or
CIPQ (CIPL) if and only if Aut(L)={I} and L is a AIPQ(AIPL) or CIPQ
(CIPL).

Proof. This is established using Theorem 2, Corollary 1 and Corollary 2.

Theorem 4. Let (L,) be a quasigroups (loop) with holomorph H(L). H(L)
is a CIPQ (CIPL) if and only if Aut(L) is an abelian group and any of the
following is true for all x,y e L and a,f € Aut(L):
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1. (xB-yx" =ya. 2. xB- " =ya.3 X'a'fa-ya)-x=y.
4.x*a”' Ba-(ya-x)=y.

Proof. This is achieved by simply using the four equivalent identities that
define a CIPQ (CIPL):

xy-x" =y or x-w’ =y or x' () =y or x'y-x=y.

Corollary 3. Let (L,) be a quasigroups(loop) with holomorph H(L). IfH(L)
is a CIPQ (CIPL) then the following are equivalent to each other

1. (B,.al,.J,)e AUT(L)Y a,p € Aur(L).
2. (B7'J,,ad,,J,)e AUT(L)V a, € Aut(L).

3. (xXB-yx’=ya. 4. xp- -y’ =ya.
5. Wa'fa-ya)-x=y. 6. x'a\fa-(ya-x)=y.
Hence, (B.a.l).(a,p.1),(B.1,a),(I,a,p)e AUT(L)V a, € Aut(L).

Proof. The equivalence of the six conditions follows from Theorem 4 and the
proof of Theorem 2. The last part is simple.

Corollary 4. Let (L,) be a quasigroup(loop) with holomorph H(L). If H(L)

is a CIPQ (CIPL) then, L is a flexible unipotent CIPQ (flexible CIPL of
exponent 2 ).

Proof. It is observed that J , = J, = I . Hence, the conclusion follows. [

Example 2.1 Let (L,) be an abelian group with Inn (L) -holomorph H(L).
H (L) is an abelian group.

Proof. In an extra loop L, Inn,(L) = Inn,(L) < Aut(L) is a boolean group,

hence it is abeilan group. An abelian group is a commutative extra loop. A
commutative extra loop is a CIPL. So by Corollary 1, H(L) isa CIPL. H(L)

is a group since L is a group. A group is a CIPL if and only it is abelian. Thus,
H(L) is an abelian group.
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Remark 1. The holomorphic structure of loops such as extra loop, Bol-loop,
C-loop, CC-loop and A-loop have been found to be characterized by some
special types of automorphisms such as

1. Nuclear automorphism(in the case of Bol-,CC- and extra loops),
2. central automorphism(in the case of central and A-loops). O

By Theorem 2 and Corollary 1, the holomorphic structure of AIPLs and CIPLs
is characterized by commutative automorphisms. The abelian group in
Example 1 is a boolean group.

2.2 A Pair of AIPLs and CIPLs

Theorem 5. Let U =(L®) and V =(L®) be quasigroups such that
Aut(U) and Aut(V) are conjugates in SYM (L) ie there exists a

w € SYM (L) such that for any y € Aut(V), y =y 'ay where a € Aut(U).
Then, HU)zH() if and only if
xX0Qyy=xpDy)oVx,yelL,fecAut(U) and some O,yec Aut(V)
Hence:

1. y e Aut(U) ifand only if (I,y,5) e AUT(V).

2. if U is a loop, then; (a) L,; € Aut(V). (b) < Aut(V) if and only if
R, € Aut(V).

where e is the identity elementin U and L , R are respectively the left and
right translations mappings of xeV .

3. if o=1, then | Aur(U) =l Aur(V)I=3 and so Aur(U) and Aut(V) are
boolean groups.

4. if y=1,then | Aut(U) 1=l Aur(V)I=1.
Proof.

1. Let H(L®)=(Ho) and H(L®)=(H,e). HU)=H() if and
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only if there exists a bijection ¢:HU)—> H(V) such that
[(a,x) ° (IB’ )’)M = (a,.X)@(ﬂ, y)¢ . Define
(a,)¢=y " 'ay,xy'ay)V (a,x) e (H 0) where v € SYM(L).

HU)zHV) < (af.xBO® =W ay.xy ayely By.yy  By) <

2. (wlafy.(xBO yWw afy) =y afy.xy afy @ yy  fy) &
By afy =xy afy @ yy By < x6® yy = (xf® y)S
where S=y 'afy, y=v ' By.

3. Note that, yL ; = Lxﬁ5 and 6RW =,BRy5Vx,y e L. So, when U is a

loop, y,; =6 and oR,, = B6 . These can easily be used to prove the

remaining part of the theorem.

Theorem 6. Let U =(L,®) and V =(L,®) be quasigroups(loops) that are
isotopic under the triple of the form (B7'5,y,5) forall € Aut(U) and some
o0,y € Aut(V) such that their automorphism groups are non-trivial and are
conjugates in SYM (L) i.e there exists a y € SYM (L) such that for any
yeAut(V) , y=w 'ay where acAut(U) . Then, U is a AIPQ or
CIPQ(AIPL or CIPL) ifand only if V is a AIPQ or CIPQ(AIPL or CIPL).

Proof. Let U be an AIPQ or CIPQ (AIPL or CIPL), then since H(U) has a

subquasigroup (subloop) that is isomorphic to U and that subquasigroup
(subloop) is isomorphic to a subquasigroup(subloop) of H(V) which is

isomorphic to V , V is a AIPQ or CIPQ(AIPL or CIPL). The proof for the
converse is similar.

2.3 Application to Cryptography

Let the Keedwell CIPQ be the quasigroup U in Theorem 5. Definitely,
its automorphism group is non-trivial because as shown in Theorem 2 of

Keedwell [17], for any CIPQ, the mapping J, :x — x” is an automorphism.

This mapping will be trivial only if U is unipotent. For instance, in Example
2.1 of Keedwell [17], the CIPQ (G,) obtained is unipotent because it was
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constructed using the cyclic group C; =<c:c’=e> and defined as

aob=a’b*.Butin Example 2.2, the CIPQ is not unipotent as a result of using
the cyclic group C,, =<c:c''=e>. Thus the choice of a Keedwell CIPQ
which suits our purpose in this work for a cyclic group of order n is one in
which rs=n+1 and r+s#n. Now that we have seen a sample for the
choice of U , the quasigroup V can then be obtained as shown in Theorem
5. By Theorem 6, V is a CIPQ.

After the use of the latin square of the CIPQ U as look up tables T,
and T, and its long inverse cycle T, , for a guaranteed secured period of time,

U needed to be changed according to Keedwell [17] for better security. So,
we can now replace U with V which is also a CIPQ. This replacement can
be computerized and incorporated into the computerization of encryption
process with U since V is gotten from U via isotopy. Now, according to
Theorem 5, by the choice of the mappings «,f € Aut(U) and v € SYM (L)

to get the mappings o,y , a CIPQ V can be produced following Theorem 5
using the isotopism (B7'8,7,5) of Theorem 6. Note that the automorphism
groups of U =(L,®) and V =(L,®) are not trivial since by Theorem 3,
HU) isa CIPQifand only if Aut(U) is trivialand U isa CIPQ (H(V) isa
CIPQif and only if Aut(V) istrivialand V is a CIPQ). And in Theorem 5 and
Theorem 6, we need just U being a CIPQand H(U)= H(V) butnot H(U)
and H(V) being CIPQs.

2.4 Concluding Remarks

The appropriateness of a CIPQ V to replace a CIPQ U follows from the fact
that they are isotopic, which is a strong relation. The production of the new
look up tables 7,, T, and T; from the new CIPQ V will be done by the key
distribution centre. If the multiplication of elements x,y in U =(L,®) was
x®y , then the new multiplication of x,y in V=(L®&) wil be

xQ®y= (x5_1,BC-B y}/"l)é' where ff € Aut(U) ,0,y € Aut(V).
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